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TECHNOLOGICAL OPACITY, PREDICTABILITY, AND SELF-DRIVING CARS

Harry Surden† & Mary-Anne Williams‡

Autonomous or "self-driving" cars are vehicles that drive themselves without human supervision or input. Because of safety benefits that they are expected to bring, autonomous vehicles are likely to become more common. Notably, for the first time, people will share a physical environment with computer-controlled machines that can both direct their own activities and that have considerable range of movement. This represents a distinct change from our current context. Today people share physical spaces either with machines that have free range of movement, but are controlled by people (e.g. automobiles) or with machines that are controlled by computers, but highly constrained in their range of movement (e.g. elevators). The movements of today's machines are thus broadly predictable. The unrestricted, computer-directed movement of autonomous vehicles is an entirely novel phenomenon that may challenge certain unarticulated assumptions in our existing legal structure.

Problematically, the movements of autonomous vehicles may be less predictable to the ordinary people who will share their physical environment—such as pedestrians—than the comparable movements of human-driven vehicles. Today, a great deal of physical harm that might otherwise occur is likely avoided through humanity's collective ability to predict the movements of other people. In anticipating the behavior of others, we employ what psychologists call a "theory of mind." Theory of mind cognitive mechanisms allow us to extrapolate from our own internal mental states in order to estimate what others are thinking or likely to do. These cognitive systems allow us to make instantaneous, unconscious judgments about the likely actions of people around us, and therefore, to keep ourselves safe in the driving context. However, the theory of mind mechanisms that allow us to accurately model the minds of other people and interpret their communicative signals of attention and
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intention will be challenged in the context of non-human, autonomous moving entities such as self-driving cars.

This Article explains in detail how self-driving vehicles work and how their movements may be hard to predict. It then explores the role that law might play in fostering more predictable autonomous moving systems such as self-driving cars, robots, and drones.
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INTRODUCTION

As we navigate an environment filled with moving people and automobiles, how do we avoid injuring one another? The ability to predict the actions of others plays a crucial role.¹ Consider a pedestrian about to enter a crosswalk in front of an approaching car.² Before stepping in front of the car, the pedestrian must predict whether the driver is likely to stop. As part of this decision, the pedestrian will make a series of instantaneous observations about the driver’s perceptions, capabilities, and intentions: Does the driver see the pedestrian? Is the driver capable of braking? Is the driver planning to stop?

In addition to observation, we often rely upon communication to predict the behavior of others.³ Pedestrians and drivers sometimes make eye contact, silently indicating awareness of each other’s presence. In

¹ See MARC GREEN ET AL., FORENSIC VISION WITH APPLICATION TO HIGHWAY SAFETY 335–36 (3d ed. 2008).
² For the sake of this example, assume that the crosswalk has no traffic signal or stop sign, so that the car will not necessarily need to stop in the absence of a pedestrian.
³ See Adam Kendon, Introduction: Current Issues in the Study of “Nonverbal Communication”, in NONVERBAL COMMUNICATION, INTERACTION, AND GESTURE: SELECTIONS FROM SEMIOTICA 1, 18 (Adam Kendon, Thomas A. Sebeok & Jean Umiker-Sebeok eds., 1981) (stating that in a crowd, pedestrians avoid collisions by looking at one another to detect “information about each other’s direction of movement from the movement of their bod[ies]”). For an example of non-verbal driver communication, see Burkhard Bilger, Auto Correct: Has the Self-Driving Car at Last Arrived?, NEW YORKER (Nov. 25, 2013), http://www.newyorker.com/magazine/2013/11/25/auto-correct (“[N]udging [a car forward at an intersection] is a kind of communication. . . . It tells people that it’s your turn.”).
other scenarios, a driver might explicitly wave a pedestrian to cross, or visibly reduce speed, in order to communicate his intention to stop.\(^4\) With each communication, the parties gain more information and are able to more reliably assess one another’s intentions.\(^5\) A pedestrian who receives a wave to cross from a driver in a visibly slowing car, can enter the crosswalk confident that the driver will stop.

Our ability to predict the actions of others is a more general phenomenon beyond the automobile setting. A great deal of physical harm that might otherwise occur is avoided through humanity’s collective ability to anticipate the movements of others and react accordingly.\(^6\) In anticipating the behavior of other people we employ what psychologists call a “theory of mind.”\(^7\) The term “theory of mind” refers to our ability to extrapolate from our own internal mental states to estimate what others are thinking, feeling, or likely to do.\(^8\)

Theory of mind cognitive mechanisms allow us to make instantaneous, unconscious judgments about the likely actions of those around us in order to keep ourselves safe.\(^9\) Imagine the earlier pedestrian observing a driver who is looking down at his cell phone. The pedestrian will intuitively understand that the distracted driver has probably not seen her and can avoid stepping into the crosswalk. By putting ourselves in the position of others, and assessing what they do (or do not) know, we can often anticipate their actions and preserve our own safety.\(^10\) More broadly, although law creates incentives to reduce harm, society also implicitly relies on such cognitive-social mechanisms to avoid injuries that might otherwise occur as people and vehicles move about in the same physical space.\(^11\)

\(^4\) Green et al., supra note 1, at 335.


\(^6\) See Green et al., supra note 1, at 336 (“Drivers reacted to several pedestrian cues, including location in the road, proximity to the road . . . and even slowing.”).


\(^8\) For the seminal paper on “theory of mind,” see David Premack & Guy Woodruff, Does the Chimpanzee Have a Theory of Mind?, 1 Behav. & Brain Sci. 515 (1978).

\(^9\) Michael Siegal & Rosemary Varley, Neural Systems Involved in “Theory of Mind”, 3 Nature Reviews Neuroscience 463 (2002). Of course theory of mind predictive mechanisms are not perfect either, and sometimes lead to accidents as well.

\(^10\) Ocampo & Kritikos, supra note 5, at 263.

Autonomous vehicles may challenge this collective ability to avoid harm. Autonomous or “self-driving” cars are computer-controlled vehicles, capable of driving on their own without being operated by a person. In the not too distant future, they are likely to become more common in our physical environment. Due to the safety and efficiency benefits that they are expected to bring, many experts predict that fully autonomous automobiles will be common on the road within the five-to fifteen-year timeframe. As of the writing of this Article, the technology for these self-driving vehicles is quite advanced. Today, experimental autonomous vehicles routinely drive on public roads navigating through traffic, controlled entirely by computer. Collectively, these vehicles have driven close to two million miles completely under their own control.

In many driving contexts, autonomous cars are expected to be safer and more predictable than human drivers. However, in certain scenarios, their movements may be less predictable to ordinary people—pedestrians and drivers—who will share their physical space. In these contexts the core theory of mind mechanisms that we rely upon to avoid physical harm may not guide us as accurately when vehicles in our environment are operated, not by other people, but by computer systems.

Consider again the pedestrian at the crosswalk but this time in the context of an approaching autonomous vehicle. Imagine that the vehicle slows visibly as it approaches the crosswalk. Using her theory of mind intuition, the pedestrian may believe that the vehicle is communicating its intention to stop by slowing, the way a human driver might.

---

12 Lloyd’s, Autonomous Vehicles Handing Over Control: Opportunities and Risks for Insurance 4 (2014). In fully autonomous vehicles, as discussed supra, the role of the person is largely limited to choosing a destination.


18 As this Article will explain, this is not to say that autonomous cars are not predictable. To the contrary, their actions are predictable from an engineering perspective. Rather, the activities of autonomous cars may not be predictable to ordinary people who are in their vicinity.
However, the vehicle may not have actually detected the pedestrian and may be slowing for an entirely different reason. For example, the vehicle’s computer may have a rule that it automatically slows as it approaches every crosswalk, even when it is not intending to fully stop.\textsuperscript{19} By relying upon her theory of mind, the pedestrian may misinterpret the vehicle’s slowing as a signal that it will stop, leading to a collision that might not have occurred with a human driver.

This Article argues that autonomous vehicles present novel policy issues with respect to movement predictability in shared spaces. Today people share a physical environment with two types of moving machines: those that are controlled by people but have free range of movement (e.g., automobiles) or those that are controlled by computers but are highly constrained in their range of movement (e.g., elevators). With autonomous vehicles, for the first time, people will be sharing a physical environment with computer-controlled machines that can direct their own activities \textit{and} also have free range of movement.\textsuperscript{20} The predictive mechanisms that people rely upon to avoid a great deal of physical harm may be challenged as non-human, autonomous moving machines become more common in our shared physical environment.

Part I of this Article will explain how self-driving vehicles work. It examines what “autonomous” means as applied to technology and some key implications of adopting autonomous vehicles in mainstream transportation. Most importantly, it will explain how autonomous vehicles drive themselves. It is crucial to understand the technology in order to appreciate why autonomous vehicles may be less predictable to ordinary people—such as pedestrians—who will share their physical environment.

Part II of this Article explains how people use internal theory of mind mechanisms to model the minds of others. These mental systems allow us to interpret the communicative signals of attention and intention of those around us, predict their movements, and routinely avoid accidental harms. Such internal harm-avoidance mechanisms may be less effective as computer-controlled vehicles enter our physical environment.

In part, the diminishment in predictability occurs because our cognitive systems evolved to predict human behavior and not

\textsuperscript{19} See Chris Urmson, \textit{The View from the Front Seat of the Google Self-Driving Car}, BACKCHANNEL (May 11, 2015), https://medium.com/backchannel/the-view-from-the-front-seat-of-the-google-self-driving-car-46fc9f3e6088 (discussing a similar type of a general computer rule in which a self-driving car will pause slightly at every intersection after a light turns green, regardless of context).

computer-controlled activity. However, another contributing factor is the "technological opacity" of autonomous vehicles. A system is “technologically opaque” if it is difficult for an ordinary person to understand what is going on inside that system. Autonomous vehicles are composed of electronics, software, sensors, and mechanical parts. Simply by observing such a machine, a person will not intuitively know where the machine will move next. Such a decision is not externally transparent because it is conducted internally through computer analysis of the vehicle's sensors. Thus, a pedestrian at a crosswalk may not know whether an approaching autonomous vehicle will stop (or even if it has detected her presence) unless the machine has been specifically designed to communicate such information. In general, we can only understand what is going on inside a technological system to the extent that engineers have expressly designed it to communicate that relevant information externally. Engineering design has thus become crucial in the context of autonomous vehicles and safety.

Although this Article repeatedly uses the pedestrian scenario as an example of autonomous vehicle unpredictability, this Part emphasizes it is not just about pedestrian conflicts. Rather, that scenario is just one instance of a larger group of predictability conflicts between self-driving cars and people in near proximity, including drivers, cyclists, and passengers.

Part III explores the role of the legal system in mitigating these risks. Fortunately, once the problem has been recognized, it is possible to make the movements of autonomous vehicles more outwardly predictable through technological design choices. Autonomous cars, for instance, can be designed to more clearly communicate to those around them their intentions as they approach high-conflict zones. The government may have varying degrees of involvement to make driverless vehicles more predictable: from fostering more communicative vehicle designs, to standardizing autonomous actions across manufacturers in common driving scenarios, to educating the public about the technology.

Self-driving cars are not the only autonomous systems that may have safety and movement-predictability issues. Experts expect that in

---

21 “Technological opacity” is new terminology used in this Article.

22 See Steve Crowe, A Cyclist’s Encounter with an Indecisive Google Self-Driving Car, ROBOTICS TRENDS (Aug. 26, 2015), http://www.roboticstrends.com/article/a_cyclists_encounter_with_an_indecisive_google_self_driving_car (describing how a cyclist encountered an experimental autonomous vehicle and was unable to determine what it was going to do next).

coming decades, other types of autonomous systems, such as robots or airborne drones, will increasingly emerge from specialist contexts (such as factories or laboratories) and into consumer spaces. These systems raise similar concerns. As they begin to move on their own near lay people, it is important that they too be designed to reliably communicate their movements. For instance, if a worker is standing behind an autonomous robot, it is crucial for her to know when the robot is about to take a potentially dangerous action, such as moving backwards, and more generally whether it has detected her presence. The issues raised thus generalize beyond self-driving vehicles to other types of autonomous moving systems.

To be clear, this Article is not suggesting that autonomous vehicles are less safe than today’s human-operated cars. Quite the opposite is likely true. Most experts predict that autonomous cars will be much safer than human drivers. Nearly ninety percent of automobile accidents are caused by human error. Human drivers are prone to impairments including intoxication, sleep deprivation, and distraction, to which autonomous vehicles are not susceptible. Nor is this Article suggesting that autonomous cars are inherently unpredictable. The behavior of autonomous cars is quite predictable to engineers who designed them, and autonomous cars quite reliably follow the instructions that they are given the way that most computers do. Rather, this Article is suggesting that we must focus upon making the movements of autonomous cars predictable relative to the intuitions and expectations of ordinary people that they will interact with in their physical environment—pedestrians, passengers in the autonomous cars, and other drivers on the road.

27 See, e.g., LLOYD’S, supra note 12; Del-Colle, supra note 14.
I. HOW AUTONOMOUS VEHICLES WORK

This Part will explain how autonomous vehicles work, in a manner accessible to non-technical audiences. The first Section will give an overview as to why self-driving cars present novel problems of predictability. The next Section will explore what it means for a computer system to be “autonomous” and discuss the differences between fully and partially or “semi” autonomous vehicles. The final Section will explore the electronics and software that autonomous vehicles rely upon to drive themselves. That Section will also explain how self-driving cars actually use the technological hardware and software to self-operate on open roads.

A. Overview: Computer-Controlled Unrestricted Movement

Fully autonomous or “self-driving” automobiles are vehicles, which “can drive themselves without human supervision or input.” The basic contention is that autonomous vehicles—because they are controlled by computers, and are therefore not amenable to our internal introspection capabilities—may be less instinctively predictable to the ordinary people (such as other drivers, cyclists, or pedestrians) that share their physical space. This represents a distinct change from our relationship with the machines in our physical environment today, whose movements tend to be broadly predictable.

On one side, we share an environment filled with moving people and machines operated by people (e.g., automobiles or construction equipment). Machines operated by humans have a considerable range of freedom in where and when they move. Thus, one might expect accidental collisions to be relatively common. However, because such movement decisions are ultimately made by other people, our shared theory of mind mechanisms allow us to reliably signal and predict the movements of those around us. For instance, humans have developed the remarkable ability to walk through dense crowds of randomly moving pedestrians, such as a crowded city sidewalk or a concert venue,

---

30 Note that organizations developing autonomous vehicles use a number of different technologies and strategies. Thus, the technologies covered may not exist in all approaches to developing autonomous vehicles.
31 See Lloyd’s, supra note 12, at 4.
32 For instance, today most industrial robots perform fairly repetitive actions and tend to be confined to restrictive spaces. See Baya & Wood, supra note 24.
33 To a lesser extent there are animals, which are somewhat less predictable.
without physically colliding with one another.34 We are able to intuitively read the body movements of others to avoid running into them.35 Physical collisions are relatively rare compared to the total number of interactions.

On the other side, we share a physical environment with automated moving machines whose activities are controlled entirely by computers, such as elevators, escalators, or factory machines. However, the movements of such automated machines are also broadly predictable because these machines tend to be constrained to a limited range of movement. For instance, elevators and escalators move along tracks and highly restricted routes, and factory machines perform repetitive movements in well-defined, often protected, locations.

Autonomous vehicles occupy a middle ground that has little or no comparator today among moving entities. On the one hand, their automated movements are not limited to highly circumscribed, repetitive routes, as are elevators. Rather, autonomous vehicles are capable of driving on ordinary roads, going nearly anywhere a human driver might go. On the other hand, their movement choices are made by computer systems, not by humans. Their movements are, therefore, not intuitively revealed through cognitive introspection and projection.

Unrestricted, computer-directed movement is a novel phenomenon that is likely to challenge certain basic assumptions embedded in our existing legal structure. For instance, tort law (and other areas of law concerned with accidental harm) operates within an overall framework that implicitly presumes that the movements of others will be broadly predictable.36 More generally, it is likely that a great deal of societal harm is avoided not through the explicit legal rules, sanctions, or incentives, but rather, it is avoided implicitly through the self-preservation activities that people undertake after anticipating what others nearby will do.37 Accidents that are avoided due to human communication, observation, and prediction, never enter the legal system.

Autonomous vehicles represent a novel and potentially difficult-to-predict class of computer-controlled systems (including robots and drones) in which the machine itself decides what movements to take. To better comprehend these points, it is critical to have an understanding of the underlying technology that allows autonomous vehicles to drive themselves.

35 See Kendon, supra note 3, at 18.
36 See infra Part III.
B. Autonomy in Self-Driving Vehicles

1. What Does Autonomous Mean?

What does it mean to say that a self-driving car is “autonomous”? In the technological context, engineers apply the term “autonomous” to computer controlled systems that make important choices about their own actions with little or no human intervention. Autonomous systems are thus able to direct their own activities in the face of an unpredictable or changing physical or data environments. In many cases, these are choices that would otherwise be made by a person in a non-autonomous (human-directed) system.

A simple example of a moving autonomous system is the Roomba vacuum. A Roomba is a small, wheeled household robot that is capable of vacuuming a room entirely on its own. Such a system is considered autonomous because it is the robot itself (via its onboard computers and sensors) that decides where to move and how to avoid obstacles, such as tables and chairs, without being directed by a person. By contrast, a traditional vacuum cleaner is non-autonomous because it is a person, not a computer, that manually directs it around the room and obstacles.

The term “autonomous” can also apply to non-moving computer systems, such as algorithmic financial trading systems. In traditional financial trading systems, a person such as a trader is in charge of deciding what financial securities (e.g., equities, bonds, options) to buy or sell and at what price. By contrast, in autonomous algorithmic financial trading systems, the computer system itself decides which financial instruments to buy and sell, and when, based upon automated decision-making processes.

---

41 Id.
43 Id.
analysis of data. The system independently executes these purchases or sales without human intervention.45

In sum, the key characteristic of an autonomous system is that *the system itself* is capable of making decisions about some (or all) of the system’s most important activities, with little or no human intervention.46 In the case of the Roomba robot, the core activities included where to move in the room to vacuum, and how to avoid obstacles; in the case of the algorithmic trading system, these included what financial securities to buy and sell, and when.47 In the context of autonomous vehicles, important activities under the control of the car itself include steering, accelerating, braking, lane positioning, routing, and following traffic rules and signals.48

2. Full Autonomy vs. Semi-Autonomy

It is important to distinguish between fully autonomous and partially autonomous vehicles, as this Article’s focus is on fully autonomous vehicles. Engineers classify systems along a spectrum of autonomy, depending upon the extent to which the system makes decisions about its own actions. On one end of the spectrum, if a human is making all of the most important decisions, that system has little or no autonomy. On the other end, if a computer is making all of the most important decisions, there is full autonomy. In the middle, there are partially or “semi” autonomous systems, in which some important actions are decided by humans, and others by computer.

When individuals use the phrases “self-driving,” “driverless,” or “autonomous” vehicles, they most commonly mean “fully autonomous” vehicles.49 A *fully autonomous* vehicle is one that is capable of driving from one location to another completely on its own, without any human

45 This example illustrates that systems do not have to produce movement in the physical world (like autonomous cars or Roombas) to be considered autonomous systems. Rather, computer systems can be autonomous if they interact with information in a self-directed manner without necessarily producing actions in the physical world. ALAN WINFIELD, ROBOTICS: A VERY SHORT INTRODUCTION 12 (2012).

46 The term “autonomous” can be contrasted with a similar term “automatic.” Automatic typically refers to the fact that a computer is following precisely a set of preprogrammed instructions on its own. However, automatic systems do not necessarily engage in significant decision-making as to the actions the system is taking. Autonomous, on the other hand, suggests a degree of independent decision-making on the part of the computer. Thus, not all systems that are automatic are autonomous, if the automatic system is not making significant decisions on its own. Id.

47 Id.

48 NAT'L HIGHWAY TRAFFIC SAFETY ADMIN., PRELIMINARY STATEMENT OF POLICY CONCERNING AUTOMATED VEHICLES (2013) [hereinafter NHTSA].

49 The term “self-driving car” thus refers to *fully* autonomous vehicles.
intervention. If a vehicle is fully autonomous, the vehicle itself makes all major driving decisions—including steering, braking, speed, distance between vehicles, lane-choice, following traffic rules, routing, avoiding obstacles—and the role of the person is limited primarily to choosing the destination. As of the writing of this Article, fully autonomous vehicles are not for sale in the consumer context. Those that exist operate as prototype research vehicles or in controlled commercial settings such as in remote mining areas.

By contrast, partially autonomous vehicles exhibit a mix of human and computer control, with some important activities directed by computer (e.g., emergency braking) and others by humans (e.g., ordinary braking, steering, accelerating). We can, therefore, classify most existing vehicles along the autonomy spectrum, depending upon the degree to which important driving activities are under the control of the human driver instead of a computer.

Most vehicles on the road today exhibit some limited, partial autonomy as some important driving functions of ordinary consumer cars have already been automated. Modern automobiles are designed so that driving functions are separated into distinct “subsystems” that control specialized driving activities. For instance, a vehicle might have one subsystem for steering and another for braking; these subsystems work together to allow overall driving functionality. Today, most consumer cars contain some subsystems that are autonomous in the sense that a computer, rather than a person, initiates

---

50 Lloyd’s, supra note 12, at 7. As discussed, the role of the person is limited to choosing a destination.
51 Smith, supra note 41.
52 See discussion supra Section I.C.
53 Nidhi Kalra, James Anderson & Martin Wachs, RAND Corp., Liability and Regulation of Autonomous Vehicle Technologies 3 (2009) (“A widely used approach to categorizing these technologies is by the degree to which they intervene in the driving of the vehicle.”).
54 The National Highway Traffic Safety Administration has created a classification system with five levels of autonomy for characterizing the level of autonomy in vehicles. “Level 0” involves no autonomy, and the driver is in control of all driving functions. In a “Level 1” vehicle, the vehicle will take over limited individual driving functions, such as automated vehicle stability. “Level 2” involves more significant automation, where the vehicle combines two or more driving functions. An example is adaptive cruise control and lane keeping that would allow a driver to remove his hands off the wheel for limited periods of time. In “Level 3” vehicles, nearly all driving activities are automated, but a human driver is required to take over in case of an emergency. “Level 4” is full autonomy, where the entire trip is automated, and the driver has no functional role. See NHTSA, supra note 48, at 3–6.
55 Id.
57 Id.
important driving activities.\textsuperscript{58} For instance, air-bag subsystems automatically deploy when crash sensors detect a collision; humans do not control when airbags deploy.\textsuperscript{59} Similarly, anti-lock brakes or traction control systems typically engage on their own depending upon automated detection of low-traction conditions. Thus, some limited self-directed driving activity is already familiar today.\textsuperscript{60}

However, a more significant trend in semi-autonomous driving can be found in Advanced Driver-Assistance Systems (ADAS). ADAS refers to a series of emerging technologies that automatically take control of particular driving functions. ADAS systems have been available since about 2012 as optional features and are becoming common in ordinary consumer vehicles.\textsuperscript{61} For instance, consumer automobiles increasingly feature automatic emergency braking systems that autonomously brake under particular circumstances.\textsuperscript{62} These systems detect when a vehicle is about to collide with an object and will automatically initiate the brakes to prevent or mitigate the collision using sensors.\textsuperscript{63} Other emerging ADAS features include lane-keeping systems (that automatically correct steering to keep a driver within lane boundaries), automatic parking, and adaptive cruise control systems (that automatically accelerate, brake, and maintain a safe distance behind another vehicle on the highway by detecting distances and adjusting speed).\textsuperscript{64} Notably, even with ADAS systems, human drivers still retain control over the vast majority of driving functions.\textsuperscript{65} Thus, even though they substantially increase the degree of driving automation, vehicles equipped with ADAS features are still considered partially autonomous vehicles.

The point is that, given the increasing presence of ADAS systems in consumer cars, the transition to fully autonomous automobiles will be less of a substantial leap over existing consumer technology than is often presumed. Existing ADAS features in consumer vehicles already represent a substantial movement along the spectrum towards more autonomous driving. Thus, although much of the public focus is on the fully autonomous cars of the future, many of the ingredients of self-driving cars are in fact already here. Several of the ADAS technologies in

\textsuperscript{58} KALRA, ANDERSON & WACHS, supra note 53, at 1.
\textsuperscript{59} Id.
\textsuperscript{60} Id.
\textsuperscript{61} Id.
\textsuperscript{62} ANDERSON ET AL., supra note 29, at 15.
\textsuperscript{63} Id.
\textsuperscript{64} RATAN HUDDA, CLINT KELLY & GARRETT LONG ET AL., FUNG INST. SELF DRIVING CARS pt. 2.1, at 3 (2013).
\textsuperscript{65} Whereas some of these automated systems merely alert the driver as to a dangerous condition (such as blind-spot warning systems), others, such as collision avoidance automatic braking systems, automatically intervene and take over driving functionality when necessary.
ordinary consumer cars today are the same technologies that will be used in future fully autonomous vehicles.66

Although ADAS features are important steps on the road to fully autonomous cars, the focus of this Article will not be on such partially autonomous driving. Rather, this Article will explore fully autonomous cars, meaning vehicles that are capable of driving from one location to another on their own without any human intervention. From this point on, this Article will therefore use the words “autonomous” and self-driving to mean fully autonomous cars, and will specifically note when discussing partially autonomous systems.

C. State of Autonomous Vehicle Technology

The technology for fully autonomous vehicles is today quite advanced. Self-driving cars have driven over one million miles on public roads, operated entirely on their own.67 In these scenarios, a computer is steering the car, accelerating, braking, and following traffic signs or signals. Humans are not the drivers but are instead passengers. Sophisticated systems aboard the self-driving car take in information from sensors that analyze the road and the nearby surroundings to make automated decisions about where and when to drive and stop. While fully autonomous vehicles are not yet available to consumers,68 they are in commercial use today, typically in limited or remote settings. For instance, driverless trucks are used to transport mining materials in the sparsely populated Outback in Australia, and self-driving tractors are increasingly being used by farmers on agricultural fields.69

Self-driving vehicles offer three main benefits over traditional vehicles. First, most experts predict that self-driving cars will be safer drivers than people. Over ninety percent of car accidents today are attributed to human error caused by factors such as intoxication, inattention, sleepiness, or extreme speeding.70 Self-driving vehicles will

---


68 Some vehicles, such as Tesla with “Autopilot,” exhibit advanced partial autonomy but are not fully autonomous.

69 See Robson, supra note 67.

70 See NAT’L HIGHWAY TRAFFIC SAFETY ADMIN., NATIONAL MOTOR VEHICLE CRASH CAUSATION SURVEY (2008); NAT’L HIGHWAY TRAFFIC SAFETY ADMIN., TRAFFIC SAFETY FACTS: ALCOHOL IMPAIRED DRIVING (2014); Naomi Kresge, Smart Self-Driving Cars Still Need to Factor in Human Error, BLOOMBERG: TECH. (June 7, 2015, 11:00 PM), http://
not suffer from these issues, and some expect overall accidents to decrease between thirty and eighty percent once self-driving cars are broadly available.\textsuperscript{71} Second, self-driving cars offer convenience, as human drivers become passengers who can do other things, such as reading or working, while riding. Finally, autonomous vehicles will offer increased mobility to those who may be unable to drive themselves, such as elderly or disabled populations.\textsuperscript{72}

Although the technology is approaching maturity, there are still technological, legal, and social issues that need to be overcome before fully autonomous vehicles are sold to consumers.\textsuperscript{73} While the vehicles operate very well on highways and in clear weather conditions, the technology sometimes has difficulty driving in certain conditions such as snow or in dense urban environments.\textsuperscript{74} Researchers are still working on the problem of self-driving cars that can handle all weather conditions and environments. Additionally, some of the equipment necessary to create self-driving cars is currently prohibitively expensive for typical consumer purchase.\textsuperscript{75} Finally, numerous legal and policy issues need to be resolved at the state and federal level. For instance, one issue currently being debated: should state or federal law require self-driving cars to have licensed drivers in the vehicle even when the cars are driving themselves, and must human drivers be prepared to take control in an emergency?\textsuperscript{76}

Because of these legal and technological barriers, there are a wide range of estimates as to when fully autonomous vehicles will be sold to the public. Most experts predict the first consumer sale will occur


\textsuperscript{72} See id.

\textsuperscript{73} Alex Davies, \textit{Google’s Self-Driving Cars Aren’t as Good as Humans—Yet}, WIRED (Jan. 12, 2016, 7:46 PM), http://www.wired.com/2016/01/google-autonomous-vehicles-human-intervention (suggesting that current self-driving vehicles are almost, but not quite as good as human drivers as of 2016).


\textsuperscript{75} Lidar sensors are currently expensive, ranging between $10,000 and $70,000 just for the sensors alone. See HUDDA \textit{et al.}, supra note 64.

\textsuperscript{76} See, e.g., Smith, \textit{supra} note 41, at 483. An important debate among self-driving car research areas is the degree to which human drivers should even have the ability to take over driving. Some researchers argue that it is unrealistic, and perhaps dangerous, to have self-driving cars drive themselves, but then require human passengers to suddenly be required to take over. Lee Gomes, \textit{Hidden Obstacles for Google’s Self-Driving Cars}, MIT TECH. REV. (Aug. 28, 2014), http://www.technologyreview.com/news/530276/hidden-obstacles-for-googles-self-driving-cars.
somewhere between 2020 and 2035. However, even if consumer-level autonomous vehicles begin to appear by 2020, as some are predicting, substantial penetration of the market is likely to take much longer, with fully autonomous cars not reaching a high proportion of vehicles on the road until the 2030’s or later. It is important to emphasize that there is likely to be a lengthy transition period of ten to forty years after the first consumer sale before self-driving cars will abund in any substantial quantity. Even when self-driving cars emerge, they are likely to coexist with ordinary cars for a long period.

D. Technology of Self-Driving Vehicles

This Section will explore the technology underlying autonomous driving. Although there are a number of distinct approaches to creating self-driving cars, this Section will highlight the most common strategies.

At a high level, autonomous vehicles use technology to assess three primary questions:

1) Where are they located?
2) What objects are around them?
3) Where is it desirable, legal, and safe to move next?

Within this framework, a self-driving vehicle must be able to understand driving features such as traffic lights, stop signs, and lane markings and navigate within an environment filled with moving objects such as automobiles, pedestrians, cyclists, and animals.

1. Hardware: Sensors

Autonomous vehicles address the three questions above through the use of sensors. A sensor is a technological device that gathers information about the nearby environment (and about the vehicle itself) and relays that information to the vehicle’s onboard computers. For instance, many autonomous vehicles use radar sensors to detect the location of surrounding objects such as automobiles in another lane. Radar systems determine the position of such objects by emitting radio
waves that naturally reflect off of nearby solid surfaces.\textsuperscript{82} If a radio-wave is emitted and then reflected back, this is an indication that some object is there.\textsuperscript{83} The radar system can calculate the location, speed, movement, direction of the object by observing the angle, timing, and strength of the reflected wave.\textsuperscript{84} Such data can then be relayed to the vehicle’s on-board computer system to map the position and movement of nearby automobiles. Radar provides an illustrative example of using a sensor to gather information necessary for autonomous driving.

In addition to radar, autonomous vehicles typically rely upon several other types of sensors, including Global Positioning Satellite (GPS) receivers, sonar, video cameras, inertial navigation systems, and lidar, which is essentially laser-based radar.\textsuperscript{85} Collectively, these sensors provide information about the core issues involved in driving including the vehicle’s current position (e.g., what street is the vehicle currently on and in which lane?), movement (e.g., what is the vehicle’s current speed and direction?), nearby movable obstacles (e.g., are there moving or stopped vehicles, pedestrians, or bicycles nearby?), nearby fixed obstacles (e.g., are there curbs, signs, or buildings in the near vicinity?), and surrounding traffic-safety features (e.g., are there relevant traffic lights, stops signs, or lane markings that need to be observed?).\textsuperscript{86} The operation of sensors such as radar, lidar, GPS, will be discussed in more detail later.

2. Annotated Digital Maps

Besides sensors, many vehicles rely upon pre-built digital maps for autonomous driving.\textsuperscript{87} Such digital maps contain the expected suite of geographic information, such as the overhead layouts of roads and the associated coordinates (i.e., longitude and latitude) for each point on the road. On one level, these digital maps are broadly similar to what consumers might encounter in widely available vehicle navigation systems.\textsuperscript{88} Importantly, however, digital maps for self-driving vehicles

\textsuperscript{82} Stuart Russell & Peter Norvig, \textit{Artificial Intelligence: A Modern Approach} 601, 928 (3d ed. 2014).
\textsuperscript{83} Id.
\textsuperscript{84} Id.
\textsuperscript{86} Anderson et al., \textit{ supra} note 29.
\textsuperscript{87} Hudda et al., \textit{ supra} note 64, at pt. 2.4, at 4.
\textsuperscript{88} Umit Ozguner, Tankut Acarman & Keith Redmill, \textit{Autonomous Ground Vehicles} 194–96 (2011).
often contain a significant amount of additional information that specifically facilitates autonomous driving.  

First, these maps typically have detailed, road-level images of most street locations. These images are typically 360-degree laser scans of roads, taken from the ground-level perspective of a driving vehicle, analogous to what one might encounter on services such as Google Maps Street View. Companies obtain these images by pre-driving the roads that autonomous vehicles will ultimately ride upon. Specialized mapping vehicles equipped with lidar laser scanners (and other sensors) capture and store important visual details for each road portion that will later be used by a self-driving car. Each road location image is precisely affixed with its correct GPS location.

Such pre-collected map images can later be retrieved by an autonomous vehicle as it arrives at each location. The vehicle can examine previously collected images to know what the current road is supposed to look like and what driving features should be there. An autonomous vehicle can also compare its current surroundings to its pre-loaded database of the images to help determine precisely where it is located. Having street-level images of each geographic location, in addition to traditional overhead map coordinates, can significantly improve the effectiveness of autonomous driving.

Second, these digital maps are often manually annotated with information about important driving features such as traffic lights, signs, driveways, and lane markings. Human map specialists meticulously analyze pre-built digital maps and then add crucial driving information, such as a traffic signal or lane path through an intersection, to precise locations on the digital map.

Annotated maps are useful because autonomous vehicles can become aware of important information about a given location as it approaches. For instance, imagine a self-driving car approaches a particular intersection and that a human map specialist has previously manually annotated the map to indicate that there is a traffic signal at this location. As the car arrives, it can examine the pre-annotated digital map and determine that the intersection should have a traffic signal. The vehicle can then double check this pre-loaded information with live sensor information (e.g., using the vehicle’s video camera to ensure that
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89 Gomes, supra note 76.
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92 Levinson et al., supra note 85.
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there is indeed a traffic signal there), to make much more accurate and safer driving decisions.\textsuperscript{95} Combining detailed pre-built mapping with live sensing greatly improves the vehicle’s ability to accurately detect traffic signals, stop signs, and other important driving features, compared to relying upon live sensor information alone.

There is a crucial difference between pre-built map information, and the real-time information from the vehicle’s sensors. The pre-built maps contain data that was collected at some point in the past. By contrast, the vehicle’s on-board sensors detect “live” information about the vehicle’s immediate surrounding in the current moment. Thus, there is the possibility that there could be a disagreement between information found in a pre-built digital map, and reality, as the road and traffic conditions might change in between the time the map was created and the current moment.\textsuperscript{96} For instance, a pre-built digital map created a month earlier might indicate that a particular intersection does not have a traffic light, but as an autonomous vehicle approaches the intersection, its on-board cameras might detect a traffic light that had been installed by the city the day before. In such cases, vehicles are capable of relying solely upon its sensors to safely and accurately navigate in changed conditions.\textsuperscript{97} Additionally, it is possible to update a map dynamically based upon reports of changes from multiple confirming vehicles (e.g., 100 vehicles each relay back to a central mapping computer that they have detected a new traffic light at a particular intersection and the map is updated).

In sum, many discussions of self-driving technology focus on sensors, but it is important to emphasize the degree to which self-driving functionality often depends upon pre-built digital maps. Different research strategies rely upon pre-built maps to a greater or lesser degree. In general, when a vehicle can combine past information from pre-built digital maps along with live information from its sensors about its surroundings, this is often the most effective strategy for achieving highly reliable autonomous driving.\textsuperscript{98}

\textsuperscript{95} Levinson et al., \textit{supra} note 85, at 167.


\textsuperscript{97} In principle, a vehicle might navigate solely based upon the information coming in from its sensors (a sensor-only strategy) without relying upon annotated map. In such a case, the vehicle would rely primarily upon its sensors to detect traffic features such as lane markings, stop signs, or traffic lights, without heavy reliance upon a pre-constructed digital map heavily annotated with driving features.

\textsuperscript{98} WALLACE & SILBERG, \textit{supra} note 14.
3. Coordinating Computer System

The third crucial technology besides sensors and maps is the coordinating computer system. Such a system organizes and plans all of the vehicle’s activities. The system combines data from the sensors and map and uses a variety of sophisticated computer algorithms to determine whether it is safe, useful, and lawful to move the vehicle to a new position. If so, it directs the vehicle to that new position.

E. Process of Autonomous Driving

Having surveyed the general technological hardware of self-driving cars, it is important to understand how self-driving cars use this hardware to drive autonomously.

1. Process of Sensing, Planning, and Acting

At a high-level, many autonomous vehicles drive using a three-stage process—sense, plan, act—that is common in robotics generally. In the sensing phase, the vehicle uses its multiple on-board sensors—radar, lidar, GPS, cameras—to gather information about where the car is located and what is around it. In the planning stage, information from multiple sensors is fed to the coordinating computer system, which analyzes this data. The computer creates a digital representation of nearby objects and driving features based upon sensor information. It then integrates this information into the overall plan as to where the vehicle is attempting to go. Using complex software, the on-board computer then makes a determination about where it is safe and legal to move next (e.g., there is no object ahead, so it is safe to move forward ten feet). Finally, in the acting phase, the on-board computer actually moves (or stops) the vehicle in a manner that is consistent with the computer plan (e.g., drive the vehicle ten feet forward in the lane). The computer moves the vehicle by electronically activating the appropriate driving systems such as the accelerator, brakes, or steering.

Importantly, this “sense-plan-act” process of gathering information about the vehicle’s nearby environment and analyzing it is a continuous cycle, which happens repeatedly, hundreds, or thousands of time per second. This allows the autonomous vehicle to adapt to sudden
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99 Anderson et al., supra note 29, at 58.
100 See Baya & Wood, supra note 24 (discussing simultaneous location and mapping (SLAM) and constant updating in robot architectures).
changes in the physical environment. For instance, a vehicle might, after scanning, determine that it is safe and desirable to change lanes. However, a moment later, a bicycle that was not previously there might enter the parallel lane. Because the scanning-planning-acting process is continual, the vehicle’s sensors can rapidly detect most relevant changes in conditions and adjust. The on-board computer can, on the basis of this newly sensed information, update the plan according to the changed circumstances and cancel the lane change. It is the fact that the process of scanning and adapting is continual that helps the automobile to avoid dangerous situations.

In general, autonomous vehicles must “perceive” and understand their surrounding physical environment. During this sensing phase, the vehicle has to make three primary determinations: where is the vehicle located—both generally (e.g., on Route 36 heading east) and specifically (e.g., what lane on Route 36)—what objects and obstacles are around it (e.g., other vehicles or pedestrians) and what are the major driving features (e.g., lane markings, stop signs, intersections, traffic signals) that it must be aware of to drive safely and legally. The next Subpart will explore these processes in detail.

2. Location: Where is the Vehicle Located?

In most cases, self-driving vehicles operate best when they can precisely determine where they are currently located. This process of geographic location determination is known as “localization.” To determine their current location, self-driving vehicles often use a two-stage system: 1) they first use GPS to gain a rough approximation of their location, detecting the current road and direction, and 2) then more precisely determine physical placement on the detected road within a few centimeters of actual location (e.g., which lane, and position within lane) using data from other sensors.

GPS can provide a good first approximation as to where an autonomous vehicle is located. GPS operates by using satellites that broadcast precisely timed signals from known positions in space. Self-driving cars use GPS receivers to examine the timing of signals from each satellite to calculate the latitude and longitude of the vehicle. Readers may be familiar with GPS mapping as it is essentially the same technology used in navigation systems that are common on consumer automobiles and smartphones today.
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While GPS technology is sufficient for many mapping purposes (e.g., road and compass direction), it is not precise enough for the task of autonomous driving. Autonomous cars must be able to determine their location down to a precision of several centimeters. An error of position by as little as twenty centimeters could accidentally place the vehicle into the oncoming lane. Problematically, GPS can be inaccurate by as much as five meters due to interference and other limitations. Therefore, autonomous cars typically must supplement the approximate GPS location with more precise means of determining road positioning.

To more accurately determine road positioning, autonomous vehicles often supplement GPS data with information from lidar—“Light Detection and Ranging”—sensors. As described earlier, radar systems detect nearby objects by analyzing the time it takes for radio waves to travel to an object and reflect back. Lidar systems are analogous to radar, except that lidar reflects laser beams off of nearby objects to detect their location. Lidar systems can calculate the speed, position, and distance of nearby objects by measuring how long it takes laser beams to reflect back.

An important advantage of using lidar is its precision. Since lidar uses laser beams that are smaller than radio waves to make measurements, it can accurately determine the distance to nearby driving features within millimeters in dry conditions. For instance, lidar can be used to detect the precise distance to reflective surfaces such as white lane boundary lines painted on road surfaces.

Lidar’s ability to accurately detect the distance to road features, such as nearby lane boundaries, assists the vehicle in determining its precise location. Recall that autonomous vehicles have access to digital maps that were created by pre-driving the roads, and that these maps often have detailed images of each road location, including lane markings. Once an autonomous car determines its approximate location using GPS, it can then retrieve a pre-collected image of what the road is supposed to look like in that general area. It can then compare its live lidar scans of the surrounding area against the pre-built digital images to estimate, probabilistically, where it likely is in the map. For instance, the autonomous vehicle might compare live information from its lidar sensor about detected painted lane markings to previously collected

103 Levinson et al., supra note 85.
104 Id. at 164.
105 Id.
107 Levinson et al., supra note 85, at 164.
information from digital maps with the known location of lane markings, to make a determination as to which lane it is in. Using these measurements and comparing it with the annotated map, it can then precisely determine its location on a given road (e.g., which lane) within centimeters.

To avoid confusion, it is important to note that in many autonomous vehicles, lidar is used to perform two distinct functions: 1) determining the precise road location of the autonomous vehicle, and 2) detecting objects surrounding the vehicles such as other automobiles. The previous Section discussed the precision-location use of lidar, and the subsequent Section will discuss how lidar is also used to detect surrounding objects.

3. Sensing: What Obstacles Must Be Avoided?

The most critical part of autonomous driving is avoiding obstacles, such as surrounding automobiles, pedestrians, curbs, and bicycles. To do so, autonomous vehicles must detect and determine the location of such obstacles. If the objects are moving—such as parallel cars—it must determine their current speed and direction. However, determining the current location of moving objects is not enough; autonomous cars must also be able to predict their future location based upon their current speed and trajectory.

For instance, imagine that an autonomous vehicle detects a bicycle ahead and moving perpendicular to the path of moving vehicle. Because the autonomous vehicle and the surrounding objects are continually changing location, the autonomous vehicle must be able to predict where the bicycle will be a moment from now by analyzing the bicycle’s current speed and heading relative to the autonomous vehicle’s future position. It needs to estimate where the bicycle will be to ensure that the vehicle’s current and planned movement actions are safe (e.g., is the bicycle’s current speed and heading likely to put it in the path of the autonomous vehicle’s currently chosen path?). To determine the location of moving and fixed objects, autonomous vehicles use a mix of the sensors previously mentioned—most typically lidar, radar, and video cameras.

a. Lidar for Obstacle Detection

Lidar has come to play an important role in allowing autonomous vehicles to detect the obstacles around them. Lidar systems are typically
mounted on the roof of the autonomous vehicle and rapidly rotate 360-degrees. This high placement and rapid rotation allows lidar to detect objects on all sides of the vehicle, including those behind the vehicle at a rate of up to a million readings per second. Lidar systems, because they use lasers, are precise in their location determinations of objects, on the order of millimeters in ideal conditions. Thus, a lidar system can reliably discern the distance of a tiny object up to 100 meters away.

Autonomous vehicles frequently use lidar to create live internal computer representations of the moving and stationary objects—such as nearby cars—currently around the vehicle. This is sometimes confusingly called the lidar “live map.” Such a lidar “live map” is created in real-time of the vehicle’s immediate surroundings and should be distinguished from the pre-built digital maps that have been created at some point in the past and which cover a much broader geographic area. These real-time lidar live maps are crucial to predicting the future behavior of nearby vehicles and ensuring that the autonomous vehicle will not collide with other objects.

b. Radar

In addition to lidar, many autonomous vehicles use radar to detect the position and speed of surrounding objects. Radar has a few advantages over lidar in certain positioning tasks. For one, the range of radar is much greater, up to several hundred meters or more. Moreover, radar systems tend to be much less expensive than lidar. The most important advantage is that radar is useful for assessing the speed of multiple moving objects, such as nearby vehicles, in real-time. The primary disadvantage of radar compared to lidar, is its precision, which can be off by several inches to feet in detecting the location of stationary obstacles. For this reason, autonomous vehicles

---

110 ANDERSON ET AL., supra note 29, at 61.
111 Whitwam, supra note 106.
112 The major advantage of lidar, over other sensors, is its precision. However, lidar has a few disadvantages worth mentioning. For one, as of the writing today, lidar systems tend to be quite expensive (although prices are expected to fall with mass demand). However, a more important limitation is the range. The maximum range of a lidar system tends to be about 100 meters.
113 Whitwam, supra note 106.
114 Matt McFarland, The $75,000 Problem for Self-Driving Cars is Going Away, WASH. POST (Dec. 4, 2015), https://www.washingtonpost.com/news/innovations/wp/2015/12/04/the-75000-problem-for-self-driving-cars-is-going-away (describing how, as of the writing of this Article, lidar systems tend to cost close to $75,000; but they may be become less expensive in the future).
115 Whitwam, supra note 106.
116 As suggested, this technology is similar to that used by fully autonomous vehicles to detect nearby obstacles. KALRA, ANDERSON & WACHS, supra note 53.
often use information from radar and lidar in parallel to gain different sources of information about the location of obstacles.

c. Video Cameras

Finally, many autonomous vehicles use video cameras to detect the location and speed of nearby obstacles. A typical arrangement involves two or more video cameras spaced around the vehicle at known distances. Spacing multiple video cameras in this way allows the vehicle’s computer to receive parallel images of the same objects but from slightly different angles. Viewing the same object from multiple known angles allows the computer to estimate an object’s distance, a phenomenon known as stereopsis. This use of parallel video cameras is similar to the way that people visually assess distance. The human brain uses slightly different images of the same objects from the left and right eyes to estimate depth and distance.

Besides detecting the position of objects, video cameras can be a valuable source of information about other features that are crucial to driving. For instance, video cameras are often used to read words on traffic signs or determine whether a traffic signal is green or red. In using video camera data in this way, autonomous vehicles employ techniques from the field of “machine vision,” the field that studies algorithmic approaches to making sense of visuals, such as discerning that a particular object is a stop sign, or identifying a traffic signal and its current color. Because visual cues play an important role in driving, cameras can capture information, such as color or language, that the other sensors, such as lidar or radar, may not be well-suited to retrieve. In sum, in the sensing phase, the self-driving vehicle uses sensors such as lidar, radar, and cameras to gather important information about the vehicle’s surroundings, such as location, nearby obstacles, and traffic features.

4. Planning: Where Is it Safe, Legal, and Desirable to Move?

The next phase in autonomous driving is “planning,” where the vehicle determines where it is safe, legal, and desirable to move next.

117 RUSSELL & NORVIG, supra note 82, at 949–50.
118 Video cameras are used to identify and classify the types of objects around the vehicle. For instance, is a nearby object a bicycle, a pedestrian, or a vehicle?
119 It is important to note that some approaches to autonomous driving rely more heavily upon certain sensors than others. For instance, some self-driving approaches rely more heavily upon video cameras for obstacle detection whereas other approaches depend heavily upon lidar and use comparatively little video and machine vision to drive. Still, other self-driving approaches use multiple sensors and aggregate the collective input from lidar, radar, and video camera sensors to detect obstacles.
During this phase, the vehicle’s supervising computer system takes all of the data from its various sensors and uses it to coordinate the vehicle’s future actions. Combining live sensor information with static information from the pre-annotated digital maps, the computer uses a variety of sophisticated computer algorithms to plan the vehicle’s next movement: steering, acceleration, braking, and resting. In many ways, planning is the heart of autonomous driving, as the computer system is making automated decisions about how to direct its own actions based upon what it has detected about its surroundings.

Typically, the vehicle’s central computer uses sensor information to build an internal live representation of all of the objects immediately around the vehicle (e.g., other automobiles and pedestrians), their position and speed, and computes their predicted positions. The computer also uses information from the sensors and the digital map to identify the position of fixed obstacles such as curbs and important driving features such as lane markings, signs, and traffic signals. As will be discussed, the vehicle must be able to identify different types of moving objects, distinguishing a bicycle rider, from a pedestrian, from a motorcycle in order to respond sensibly. Finally, the vehicle must also be able to respond to core and dynamic traffic features, such as a traffic signal changing from red to green. All of this information is fed into a series of planning algorithms that take into account driving paths, traffic laws, driving conventions, safety, and comfort, to create a way forward.

a. Machine Learning

Driving is such a complicated and unpredictable task that it is difficult to program this activity using a series of prewritten computer rules that instruct when to brake, accelerate, or steer. For this reason, many autonomous vehicles instead rely upon a flexible programming technique known as “machine learning.” Generally speaking, machine learning refers to computer algorithms that are able to automatically “learn” or improve in performance on some task over time, such as driving. Such algorithms learn how to take action by analyzing data and detecting patterns in that data that are informative of the task at hand. Often, one “trains” a machine learning algorithm to be better at some task by providing it with relevant good (and bad) examples. The machine learning algorithm can essentially program itself by finding patterns among the examples that lead to good (or bad) outcomes. Thus, in machine learning, loosely speaking, the computer learns the...
“rules” to guide its actions on its own, rather than having those rules pre-programmed by human programmers.

An example from a different context will illustrate the point of learning from examples. Machine learning algorithms are often used to automatically detect spam emails. However, an important point is that such machine learning spam algorithms are not explicitly programmed by computer programmers with a set of rules that allow them to distinguish spam from wanted emails. Rather, such algorithms are designed to learn this information on their own by analyzing spam and non-spam emails and detecting the telltale patterns of spam. After observing many examples of spam and wanted emails, such algorithms are able to automatically identify patterns of relevant indicia of spam. For instance, a machine learning algorithm might automatically discern that phrases such as “Earn Cash” are statistically more likely to occur in spam than in wanted emails. It can use patterns like this that it has automatically detected to make reliable predictions about whether incoming emails are or are not spam.

Analogously, self-driving vehicles do not primarily drive themselves based upon a series of pre-programmed computer rules about when and where to steer, accelerate, or brake. Rather, such systems typically use machine learning algorithms that have been “trained” to drive by analyzing examples of safe driving, and automatically generalizing about the core patterns that constitute effective driving from these examples. For instance, one approach is to have a person drive a vehicle on the open roads with a machine learning algorithm observing the human driver’s actions (and data about those actions) and automatically generalizing about proper driving approaches. In such a case, the machine learning algorithm can observe a human driver’s steering, braking, and acceleration data in various locations, and with various sensor readings of surrounding vehicles, and analyze this data for patterns. After analysis, the algorithm might detect, for instance, that braking always occurs when there is a stopped vehicle detected in front. It can then “learn” an association, on its own, such as that it should generally stop when it detects a stopped vehicle in front.
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124 To be clear, complex systems often involve a mix of explicit rules and learning algorithms. So many autonomous driving systems do have a mixture of explicit, general rules (e.g., always pause at an intersection before proceeding) and machine learning algorithms.

Similarly, the algorithm might also detect that human drivers generally steer slightly away when approaching lane boundaries. It can then learn from this data a general pattern that it should stay within lane boundaries. With many such detected correlations between sensor input and human driving actions, the machine learning algorithms can develop complicated models that ultimately give it the ability to steer and navigate the road on its own in novel settings, based upon analyzing live sensor data about the surrounding road conditions. Thus, these algorithms can learn to detect patterns in the data generated by human drivers that are associated with proper driving, and can effectively “learn,” on its own, the appropriate activities that constitute safe driving.

There are other tasks besides movement that machine learning is used for in the autonomous vehicle context. Machine learning is also used to help self-driving vehicles identify the different types of objects around it, for instance, distinguishing bicycles from automobiles, motorcycles, cyclists, or pedestrians. Properly classifying objects is important, as the vehicle needs to predict the future locations of surrounding objects. The systems can use such classifications to make better estimations about the future locations, knowing, for instance, that an object identified as a motorcycle is likely to be faster than one identified as a bicycle. The future location of a car which could go to sixty miles per hour is likely to be very different than a bicycle likely to travel no more than twenty miles per hour.

In sum, autonomous vehicles are able to navigate a complex driving environment by relying upon computer systems, which use a mix of machine learning algorithms that infer how to drive on their own, as well as relying upon some explicit computer rules. Later, the point will be made that, because machine learning algorithms operate by encoding patterns detected in data in complex computer models, it is often more difficult for people to understand how machine learning algorithms actually work. This difficulty in understanding machine learning models sometimes makes comprehending or predicting the
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future behavior of systems operating under machine learning algorithms more difficult.

b. Coordination and Planning

Ultimately, all of the information from the sensors, maps, and machine learning and other algorithms are combined and orchestrated by a supervisory system whose job is to determine what action (if any) the autonomous vehicle should take next in light of the vehicle destination goals and the vehicle’s surroundings.

5. Acting: Moving the Vehicle According to Plan

Finally, in the acting phase, the autonomous vehicle actually carries out the driving actions that are consistent with the supervising computer’s plan. The central computer is capable of activating and controlling the major movement subsystems of the vehicle. The vehicle might accelerate, brake, steer, or stay in place, depending upon the central supervising computer system’s decision. As indicated, the process of perceiving the environment, planning, and acting is a continual one that involves constant reassessment. This ensures that moment-to-moment movement decisions remain safe, legal, and desirable in the context of a rapidly changing driving environment.

II. UNPREDICTABILITY OF AUTONOMOUS VEHICLES

In February 2016, a self-driving vehicle from Google collided with a bus.\(^{131}\) This was the first accident that was attributable to a fully autonomous vehicle from Google. The company’s self-driving cars had been in previous accidents, but none had been caused by the vehicle’s self-directed movements.\(^{132}\)


\(^{132}\) Those earlier accidents were caused by human drivers of other vehicles that happened to collide with Google’s self-driving car. Jennifer Elias, Google Accepts Responsibility for First Time in Self-Driving Crash, SILICON VALLEY BUS. J. (Feb. 29, 2016, 3:07 PM), http://www.bizjournals.com/sanjose/news/2016/02/29/google-accepts-responsibility-for-first-time.html. There was also a well-publicized fatality in 2016 involving a Tesla automobile, but it is important to emphasize that the Tesla accident did not involve full autonomy. Rather, that accident involved “L2” partial autonomy with highway lane-keeping and collision avoidance. See Keith Naughton, Google’s Driverless-Car Czar on Taking the Human Out of the Equation, BLOOMBERG BUSINESSWEEK (Aug. 4, 2016), http://www.bloomberg.com/features/2016-john-krafcik-interview-issue.
In analyzing the accident, a Google spokesperson remarked,

This is [an] . . . example of the negotiation that’s a normal part of driving—we’re all trying to predict each other’s movements. . . . Our car had detected the approaching bus, but predicted that it would yield to us . . . . And we can imagine the bus driver assumed we were going to stay put.133

The inability to reliably predict behavior thus played a critical role in this accident. The human bus driver was unable to discern the future actions of the self-driving car, and the self-driving car was unable to predict the actions of the human driver.

More broadly, this accident exemplifies a larger issue of unpredictability in self-driving vehicles that may lead to conflicts between autonomous vehicles and other drivers, pedestrians, and cyclists. This Part will raise the problem of unpredictability, explore why people sometimes find computer-controlled actions difficult to anticipate, and examine some approaches to mitigating these issues in the self-driving car context.

A. Overview

Although predictability plays a large role in law,134 in one particular context the literature has surprisingly little to say: predicting the movements of other people. This is because by and large (with some notable exceptions) the behavior of other people tends to be broadly predictable. Humans have evolved cognitive systems that allow us to reliably predict the near-term movements of those around us.

By contrast, when it comes to assessing the future actions of machines, people do not possess comparable intuitive abilities. This has generally not been a problem until this point, as the large automated machines moving in our physical environment—such as elevators, escalators, and factory equipment—tend to be restricted in their range


134 Predictability plays an important role in law. Lawyers routinely predict the outcomes of hypothetical and actual legal cases. In legal doctrine, predictability often plays a central role as well. Also, in negligence law, defendants can be held liable for the foreseeable (i.e., predictable) consequences of their careless actions. For instance, if a driver carelessly rear ends an ordinary car that unexpectedly had radiological materials in the trunk, the defendant could be liable for the typical injuries associated with the vehicle accident (e.g., whiplash), but under the doctrine of proximate cause, not liable for consequences completely atypical and disproportionate from a minor traffic accident, such as the radiation poisoning of the surrounding neighborhood. See, e.g., Benjamin C. Zipursky, Foreseeability in Breach, Duty, and Proximate Cause, 44 WAKE FOREST L. REV. 1247, 1249–50 (2009).
of movement and therefore broadly predictable. However, this issue will soon become more pressing as autonomous vehicles, and other self-directed machines with relatively unrestricted movement, become a common feature in our shared physical spaces.

The predictability of autonomous vehicles presents somewhat of a paradox on the surface. Autonomous vehicles are likely to be more predictable than human drivers in many instances, unfailingly following their instructions and the rules of driving. Human drivers are less predictable in this sense because they sometimes drive while distracted, impaired, or do not follow traffic rules. Similarly, from an engineering perspective, these machines may be more predictable because they are designed to react in highly predictable ways under specific conditions. However, the issue, is not predictability from a technological reliability or systems engineering standpoint, but rather from the intuition of ordinary people who work, live, and move in the same physical proximity of moving autonomous vehicles.

In the near future, lay people—as opposed to trained specialists—will be for the first time, operating in close proximity to a variety of computer-controlled, self-directed moving systems that are physically unrestricted in their movement and have latitude to control their own movements. For instance, as of the writing of this Article, self-driving vehicles are beginning to work alongside human workers in Australia in the mining industry and in Florida in the construction industry. Simply by observing an autonomous vehicle, a lay person cannot easily tell what data the vehicle has gathered, what, among many sensors, the system is paying attention to, nor what behavior the internal control algorithms will instruct the system to do next. The internal states of self-
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driving vehicles are neither transparent nor intuitively comprehensible to ordinary people unless specifically engineered otherwise.

This Subpart will explore how we as humans use, among other things, a theory of mind to reliably understand and predict the actions of other people, and thereby avoid a significant amount of physical harm that might otherwise occur, as we navigate an environment filled with people and machines operated by people. These cognitive mechanisms are likely to be less effective, for a variety of reasons, when movement decisions are made by computers, rather than other people.

B. Predicting the Behavior of Other People

People work and live in close proximity to one another. To avoid injury, it is important to be aware of our movements and how they affect others around us. For instance, on a crowded bus, if a passenger were to suddenly extend her arm, this could result in injury to nearby passengers. Fortunately, we can usually rely upon others to follow social norms and be aware of their surroundings and thereby avoid such harmful interactions. More generally, we presume that other people in our environment will sense, think, and act like us in a broad sense, operating according to a few basic rules such as not wanting to injure others and acting to preserve their own safety. We are generally able to coexist safely by relying upon our perceptions about how others are likely to act.

The way in which people are able to reliably predict the ordinary actions of others around them is not fully understood. It likely involves a combination of prior experience, background knowledge about the world, observation, communication, belief and knowledge of social norms, and internal analysis. However, one important part of the process is thought to be a series of cognitive mechanisms that allow people to estimate the internal mental states, and likely future actions, of others.

1. Theory of Mind

Researchers have termed the human ability to reliably assess the mental states, motivations, beliefs, and future conduct of other people as
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a “Theory of Mind.” Such theory of mind mechanisms developed because humans are social creatures who evolved to live cooperatively in groups. Crucial to the ability to function in a collective environment was the ability to create social relationships. Such social bonds required the ability to understand what others in the group were thinking about, feeling, and paying attention to. For this reason, researchers believe that humans evolved cognitive facilities capable of assessing the current and future mental states and physical actions of other people around them through observation, introspection, and projection. Although the term “theory of mind” is sometimes used narrowly in the research literature to refer to predicting the mental states of others, this Article will use the term broadly to refer to the collective set of cognitive mechanisms that allow people to predict both the physical and mental states of others. In addition to predicting movement, a theory of mind is fundamental to human-to-human communication and the development of human language.

The possession of theory of mind abilities allows for implicit social ordering and harm avoidance. Based upon extrapolating from our own beliefs and motivations, and relying on instinct, we are often able to reliably predict what others around us are likely to do. For instance, as we drive, we expect and assume that others will follow social conventions and legal rules, such as staying on the correct side of the road and not veering into oncoming traffic. There are a complex series of reasons for why we might collectively choose to follow such a critical driving rule like this, among them are likely: desire to minimize risk to ourselves and preserve our own safety (e.g., recognizing the severe danger of driving into oncoming traffic), a desire to avoid chaotic driving, and motivation by fears of legal sanctions and violating social norms.

More generally, as we drive on roads, we implicitly trust that others will mostly follow certain critical conventions as well. Our internal theory of mind mechanism gives us the ability to understand when
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others are likely to follow norms because they are likely internally motivated by similar social, legal, and safety-preservation goals as we are. The ability to predict the behavior of others by understanding when they share similar concerns and beliefs is one aspect of the theory of mind that helps to reduce physical harm and risk of collision.

Theory of mind facilities also allow us to react to dynamic and changing circumstances in our immediate physical environment. Humans have the ability to observe the facial expressions, gestures, and movements of those around us, interpret those signals, and react accordingly. For instance, people are able to walk through dense crowds without generally colliding with one another. Part of this ability relies upon our understanding that others will follow certain unstated social rules, such as not intentionally colliding with others in their path. But another part of this remarkable ability to navigate seemingly chaotic crowds with little or no physical injury stems from our innate ability to assess the movements of other people with whom we might collide, discern where they are likely to move, and redirect our own movements.

Our internal mental machinery is capable of picking up subtle bodily cues from others about the direction of likely movement, such as whether a person is likely to move left or right. For example, people tend to lean slightly in the direction that they are about to move in, and our cognitive mechanisms can detect and process these small movements. We can then move in the opposite direction if it looks like we are on a collision course with an oncoming person. We have the ability to observe and react accordingly, adjusting our own movements. Such assessments and predictions occur nearly instantaneously and generally below our consciousness. This is necessary to allow timely reactions.

As discussed, such predictive analysis is critical to safety in the driving context. Let us return to the earlier example of the pedestrian about to enter a crosswalk with an approaching human-driven vehicle. It is crucial to the pedestrian’s safety that she be able to predict whether the driver of the vehicle is likely to stop. The pedestrian will use her internal theory of mind cognitive capacities to make a series of rapid assessments: What is the driver paying attention to? Is he looking ahead at the road, or down at his cell phone? What are the driver’s capabilities? Does his vehicle appear to be capable of stopping through normal
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braking, or is it careening abnormally out of control? Does the driver appear to be intending to stop, or does he appear to be in a hurry and ready to dash through the intersection?

Using theory of mind mechanisms, the pedestrian will extrapolate from her own experience and capabilities and project them onto the driver in order to make a prediction about his likely behavior. If the pedestrian sees the driver looking down at his cell phone, she will intuit that the driver’s attention is directed away from the pedestrian. The pedestrian can then predict that the driver is unlikely to stop and avoid stepping in front of the vehicle. In general, predicting the behavior of others is important to avoiding certain types of harm, and people routinely rely upon theory of mind mechanisms to make such predictions in the driving context.

2. Communication

Communication is also crucial to making better predictions about driver and pedestrian behavior. As people drive, they verbally and non-verbally communicate with those around them to signal their intentions. As discussed, drivers and pedestrians sometimes make eye-contact or wave, communicating to one another that they have been perceived. Knowing whether or not they have been detected by drivers is a crucial point of safety for pedestrians, cyclists, and other vulnerable populations.

However, as the Google accident illustrated, communication is also crucial in the driver-to-driver context. Driving is a constant and dynamic negotiation with other drivers on the road. A driver who is trying to merge may wave to get the attention of another driver to move in front. Drivers use turn signals to indicate when they are changing lanes or turning. Similarly, communication is also key in the driver to passenger context. A driver who is too tired to drive may indicate as such, or the passengers may observe as much. In general, communication between drivers and those around them—other drivers, passengers, and pedestrians—is a crucial component of safe driving, and theory of mind mechanisms allow us to better predict human behavior through verbal and non-verbal communication.
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C. Technological Opacity and Unpredictability

In a sense, having a theory of mind allows us to peer into the minds of other people from afar.153 We can distill the inner working and mental states of those around us without having direct physical access to their brains. Possessing such an internal mental model of the way people operate allows us to make reliable predictions about the beliefs, mental states, actions, and intentions of others. By contrast, the activities of technological systems such as autonomous vehicles are not susceptible to this type of modeling through introspection. Our theory of mind cognitive mechanisms evolved to predict the near-term actions of people and not the behavior of machines. In other words, humans have no instinctual basis for understanding what an algorithmically controlled technological system such as an autonomous vehicle is going to do next. More generally, people do not have innate mental models that allow them to externally discern the internal states of technological systems, or to communicate with these systems to convey crucial information.

Autonomous vehicles make decisions about where to move based upon data gleaned through their sensors and analysis by computer algorithms. We can refer to the combination of data and computer analysis that an autonomous vehicle is relying upon to make decisions as its “internal state.” Like most technological systems, such as computers or smartphones, the internal state of such a system—its data and software—are stored in machine-friendly, but not human-comprehendible form, as electronic data.

The problem is that the internal states of such technological systems are simply not transparent to ordinary people. Such systems have to be expressly designed to convey their intentions to people meaningfully, and as of today, autonomous vehicles are not fully designed to do so.154 This lack of internal transparency and predictability is not unique to autonomous vehicles, but rather applies to some degree, to most electronic technologies. However, this issue becomes more important in the context of autonomous vehicles because they are physically large objects with free-ranging, self-directed movements capable of seriously injuring people.
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1. Technological Opacity

Let us call a computer-based system “technologically opaque” if it is difficult for an ordinary person to understand why that technological system takes a particular action that it does.\(^{155}\) A good example of technological opacity comes from aviation. For many years commercial jets have had sophisticated autopilot systems that automate many of the tasks involved in flying.\(^{156}\) These systems are extremely complex and lend a significant amount of automated assistance to steering, navigation, landing, and other core flying activities. Such automated autopilot systems are believed to have substantially improved overall aviation safety.\(^{157}\) Auto-piloted airplanes today are able to routinely land safely in dangerous conditions—such as dense fog—that were previously difficult for human pilots.\(^{158}\)

However, these automated systems are sometimes technologically opaque to the pilots who use them. As experts have observed, it is not uncommon for pilots in the cockpit to be surprised or confused by an automated activity undertaken by an autopilot system. This has been captured in a common industry catch-phrase, “What [is the system] doing now?” in reaction to an autopilot’s unexpected activity such as suddenly changing the airplane’s altitude.\(^{159}\) An autopilot can, thus, undertake automated actions that, even if safe and appropriate for the conditions, may not be readily understandable or intuitive to the pilots.\(^{160}\)

We can, thus, characterize a system as technologically opaque if it engages in automated actions whose basis is difficult for human users to

---


\(^{157}\) FED. AVIATION ADMIN., *ADVANCED AVIONICS HANDBOOK* ch. 4 (2009).

\(^{158}\) Id.


\(^{160}\) 99% INVISIBLE, supra note 159.
understand. It is important to distinguish such technological opacity from a system malfunction that results in erroneous behavior, such as a software bug or computer crash. Technological opacity applies when a technological system is functioning exactly as intended under the given conditions, but it is simply not transparent to a person why the system took the automated actions that it did.

More broadly, “technological opacity” applies any time a technological system engages in behaviors that, while appropriate, may be hard to understand or predict, from the perspective of human users. This is a common phenomenon and generally related to the underlying complexity of modern technological systems. Part of the reason why an airplane autopilot system may be technologically opaque may be due to the complicated nature of the endeavor. Flying is a difficult task, so a system capable of automating flying is necessarily going to be complex. The physical parts, subcomponents, data, and software interact in intricate ways to produce the desired automation. In the case of such a complicated system, it may be difficult to convey what that system is doing and why, in a manner that is meaningful to people.

Similarly, most modern technologies, from smartphones to autonomous vehicles, are composed of an intricate mix of electronic components, sensors, data, and computer software. These various components interoperate in complicated ways that are well understood to the engineers who designed them. However, often the design goal of engineering is to hide this underlying complexity from the end-user to make it useable, and to present only the most useful information. For instance, people do not need to understand the underlying electronics, data, and software in a smartphone in order to use the device. Such phones are operated by the user through a simple graphical user interface. However, the consequence of masking the underlying complexity sometimes results in technological opacity: an ordinary end user may not intuitively understand why a technological device acted the way it did, nor what it is going to do next.

Most technological systems created for end users are designed to communicate key information through interfaces. Interfaces are means of communicating system information to a human user, and include screens, visualizations, graphical user interfaces, dials, gauges, lights, sounds, reports, and other methods. Engineers design systems with interfaces to reveal information regarding the internal states of machines in ways that are relevant to users.
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By default, most technological systems do not reveal their internal working states externally. Rather, such systems must be deliberately designed to communicate relevant information externally. Engineers make explicit decisions about what information to convey outwardly to users and what not to reveal. Thus, most information that has not been explicitly designed to be communicated will tend to be inaccessible, non-comprehendible, or technologically opaque to ordinary users.

In this sense, the term “technological opacity” is meant to be more granular than the concept of a “black box.” The term “black box” usually suggests a technological system which is unknowable from the outside, or whose internal details are deliberately hidden, whereas “technological opacity” suggests a spectrum along which systems can be designed to be incrementally more outwardly transparent about their decision-making processes or planned activities. In sum, to the extent that crucial functionality information is not explicitly communicated externally, the automated actions of technological systems may be difficult to understand and predict, and they may therefore be technologically opaque.

2. Current Autonomous Vehicles Are Technologically Opaque

Autonomous vehicles, as they are currently designed, tend to be technologically opaque in certain respects, and therefore less predictable to ordinary people. Such vehicles combine an elaborate mix of sensors, electronic components, mechanical components, computer systems, symbolic models, and controlling software in order to drive. Like the autopilot of a commercial airplane, the operation of such a complex electro-mechanical system is not intuitive to lay people. But beyond this complexity are a few nuances worth pointing out relating to the functionality of a typical self-driving vehicle.

Self-driving cars rely upon their sensor data to avoid colliding with pedestrians or others. However, it is not always transparent to external observers what, among many nearby objects, an autonomous vehicle has detected with its sensors. Sensor information is directed into the vehicle’s central planning system to determine where it is safe, legal, and desirable to move next, while avoiding obstacles. (In some cases, this information is also displayed internally to the autonomous vehicle’s passengers.) However, in general, this information about the vehicle’s internal state is not communicated externally or meaningfully to those
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surrounding people—other drivers or pedestrians—who may need it the most.

For example, it is often important to cyclists and other vulnerable entities to firmly determine whether or not they have been detected by nearby vehicles. Due to the technological opacity of current self-driving car designs, it may be difficult for a cyclist to reliably determine whether or not the vehicle’s sensors have detected her. More broadly, engineers and designers have not given sufficient thought to usefully communicating to nearby vulnerable individuals (pedestrians, cyclists, and other drivers) what the vehicle has actually detected with its sensors.

Another related issue concerns the sensor information the system is paying attention to. Consider our bicyclist example once more. Imagine that one of the vehicle’s sensors has indeed detected the cyclist. One might assume that this is the end of the inquiry, that the vehicle will seek to avoid hitting her, the way a human driver would. However, even if the cyclist is perceived by a sensor, there is no guarantee that the vehicle’s central computer will prioritize this particular piece of information and act upon it. As they drive, autonomous vehicles take huge volumes of information from multiple sensors. Any time a technological system receives large amounts of data, it must have a method for sorting through such information to determine what to pay attention to and prioritize and what to ignore. The distinction between an autonomous vehicle sensing a nearby cyclist, and paying attention and prioritizing this signal, is a subtle but important one and relevant to safety. Imagine, for instance, that in addition to detecting the cyclist, the vehicle has also detected a pedestrian in front of the vehicle, and has prioritized avoiding the pedestrian over the cyclist, or even the passengers onboard.

Thus, even if the vehicle communicates to the cyclist that she has been perceived—this may not be enough. The cyclist must be confident that not only will her presence be perceived by the vehicle, but that the vehicle will act in a way consistent with avoiding a collision with the cyclist. Such an “attention architecture” of the vehicle’s computer system—the types of information the system thinks is important, is paying attention to, and is likely to react to—is not inherently obvious to outsiders, and needs to be communicated.
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3. Machine Learning and Comprehensibility

Self-driving cars can also be technologically opaque due to their software. As described earlier, self-driving vehicles use, to some extent, a programming technique known as machine learning. Machine learning can present some specific challenges in terms of predictability compared to more traditional programming techniques. As discussed, machine learning differs in a significant way from the instruction-based programming approach that underlies most computer software.\(^{165}\) In the traditional “explicit” programming process, programmers create software through a series of computer instructions. A computer then systematically follows those instructions.\(^ {166}\) By contrast, machine learning systems are developed by a different method in which the software effectively programs itself by analyzing large amounts of data to look for useful patterns. These patterns are then encoded as models—formulas or other complex data structures—that are well-suited for computers (but not people) to follow. The computer then uses the complex patterns that it has detected to make automated decisions involving new data, and this process allows it to engage in very sophisticated automated tasks, such as driving.

A major difference between machine learning and “traditional” programming is thus the explicitness of the rules upon which the computer makes its decisions. In a traditional computer program, because the computer is following a clear list of instructions written by a person, which can be inspected and understood, it is relatively easy for a programmer to understand why a computer made a particular decision that it did. By contrast, in machine learning, the computer is often following a highly abstract pattern gleaned from analyzing huge troves of data.

Because of the complexity and abstractness of machine learning models, even the programmers who created them are not always able to understand how and why they perform the way that they do. Computer scientists sometimes refer to this as the “comprehensibility principle.”\(^ {167}\) It is common to have a well-functioning machine learning system that makes appropriate decisions about a task such as driving, but whose inner logic is not readily comprehensible. In other words, even if one has a machine learning model that works well in practice, a programmer
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may still not be able to understand the underlying reasons that allowed it to produce good results.

Machine learning algorithms are thus often evaluated on their functionality—how well they perform at a particular task such as driving—rather than on their understandability. However, because it is not always easy to know why a machine learning algorithm made a particular decision that it did, and because the inner logic of such systems is not necessarily revealed through inspection, this lack of intelligibility can impact the predictability of such systems, from the perspective of lay observers.

A second, related issue is that machine learning programs are designed to “learn” over time and change how they act as they encounter new data. It is certainly possible to train a machine learning model and then “freeze” it so it does not change over time as it encounters new data. But some types of machine learning algorithms do change their own programming over time as new data becomes available. Such an ability to change and learn can be beneficial, as it can lead to better driving behavior. However, the ability for software to change its own programming over time as it encounters new data might add to the difficulty in predicting self-driving car behavior, as the vehicle will essentially have different (and perhaps differently behaving) software over time.

In sum, the implicit, dynamic, and abstract nature of machine learning software—as contrasted against the explicit and linear nature of traditional programming by explicit computer instruction—may make it more difficult to communicate, in a meaningful way to others nearby what action an autonomous vehicle has decided to take and why.

III. IMPLICATIONS FOR LAW

The emergence of fully autonomous vehicles presents challenging and novel issues for the legal system. As described in the last Part of this Article, decisions made by computers tend to be less intuitively predictable from a human cognitive level than comparable decisions made by people. People can predict the activities of one another by relying upon internal models of human behavior and by signaling their intentions through communication. This Part suggests that the activities of autonomous vehicles (and other computer controlled autonomous systems such as robots) can be made more predictable through deliberate technological design decisions. In general, the topic of making autonomous moving systems more outwardly predictable has
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simply not received sufficient attention. This Part also highlights particular scenarios that are worthy of attention, and explores to what extent the legal system might (or might not) be involved in encouraging increased technological predictability.

A. Unarticulated Assumptions of Predictability in Law

Our current legal structure contains unarticulated presumptions of movement predictability. Within tort law, the doctrine of comparative fault penalizes a plaintiff for not preventing or reducing the injuries from an accident that were clearly avoidable. For example, if a pedestrian carelessly runs in front of an approaching human-driven vehicle and is injured, the pedestrian’s damage award may be reduced or eliminated. This is because we believe that the pedestrian could have avoided or mitigated the accident had she not been careless. Although it is not often stated, embedded in the notion of an avoidable injury is the assumption that the plaintiff could readily predict the behavior of the injuring party. We expect a person to know that dashing in front of a moving car may not give the driver enough time to stop.

But contrast a similar scenario in the context of a computer-directed autonomous vehicle. Can a pedestrian reasonably be expected to predict the activities of an approaching autonomous vehicle in the way she might reliably predict the actions of a human-driven vehicle? Perhaps a self-driving vehicle could be interpreted as sending indications that it was going to stop. Is it reasonable to say that the pedestrian took a contributing risk in darting in front of a self-driving car when she may not have been aware how an autonomous vehicle was going to react, or the underlying technological capabilities of the vehicle? Notions of predictability embedded in tort law may be challenged when activities are made by self-directed moving autonomous systems whose computer controlled actions may be difficult for ordinary people to anticipate. Is a pedestrian careless for failing to avoid an injury from a self-driving car, whose movements may not be instinctively predictable, but that she had plenty of time to avoid?

This is one example of a broader thread through much of law that seems to be based upon a presumption that the movements in our physical environment will be made by other people with similar goals, desires, and perceptions, and will therefore be broadly predictable.
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However, as discussed, such a presumption may be less accurate when movement decisions are instead made by computers. The legal system has not had to grapple with such a question because until the development of self-driving cars, computer-directed, free-ranging movement of large machines in public had simply not been an issue.

As I have written elsewhere, this is part of a reoccurring pattern involving emerging technology. We can often think of societal activities as being implicitly regulated by the technological limitations of the past, only to have a new technology emerge and render that implicit regulation suddenly ineffective. For instance, in the era of paper documents, privacy was implicitly protected by the sheer difficulty of accessing distant private information stored in paper documents and aggregating that data in useful ways. Digital electronic documents and remote internet access reduced the costs of accessing, searching, analyzing, and linking previously disparate private data, and thereby removed the implicit privacy protection of physical separation provided by paper technology.

Under one interpretation, the pre-digital legal privacy framework actually relied upon the difficulty of accessing and analyzing data on paper in order to effectively safeguard privacy. In other words, the technological cost and difficulty of accessing and analyzing paper-based data was not simply a byproduct of the primitive technology of the past, but was actually playing a crucial, but implicit, role in protecting privacy. There is an analogous technological dynamic with the emergence of self-driving cars. Our existing legal structure may implicitly depend upon our current (pre-autonomous vehicle) technological state in which we can broadly predict the movement of others. The switch from human-driven to computer-driven vehicles may undermine the embedded safety regulation of our current technological era.

When such implicit protections erode due to technological change, one approach is to actively replicate those lost protections using some mode of regulation, such as law, technology, norms, or economics. For instance, in response to loss of implicit privacy protections with the
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shift to digital court documents, governments responded by consciously applying technological measures, such as encryption, to protect privacy in ways that were comparable to the implicit protection of the pre-digital paper era. Similarly, these next Sections will discuss such an approach to actively re-architecting movement predictability in the context of self-driving cars, using both technological and legal mechanisms.

B. Making Autonomous Vehicles More Predictable

Like other complex technological systems, autonomous vehicles can be designed to interact more intuitively with people. Within engineering and design, there are a number of disciplines focused upon making technology more understandable and useable to ordinary users. Most directly, the research areas of human factors engineering (HFE) and human computer interaction (HCI) have specific frameworks and methodologies aimed at producing complex systems that are designed be more useable, intuitive, and informative.

A good recent example of such deliberate design comes from the area of smartphones. Despite their superficial outward simplicity, modern smartphones are actually extremely complex devices underneath, composed of hundreds of different sensors, software systems and electronic components interacting with one another. Yet modern smartphone operating systems—such as Apple’s iOS—have been designed using principles of HCI to make interaction relatively simple and intuitive. These systems are designed to communicate only the most important information to the user through graphical user interfaces, and hide the underlying technological complexity from the user to make using the smartphone a more intuitive and predictable experience.

Related to human factors engineering and HCI is the emerging field known as “social robotics.” This discipline recognizes that humans, robots, and other autonomous systems are beginning to share the same physical spaces (e.g., today factories and research laboratories) and focuses upon unique issues arising out of such increasing
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interactivity between humans and moving autonomous systems. There
also exists an analogous discipline to HCI in the field of robotics,
Human Robotics Interaction (HRI)\textsuperscript{179} but that field is far less mature
and generally lacks design principles and frameworks.\textsuperscript{180}

Collectively, these fields recognize that the relationship between
technological systems and the people who interact with them can be
made better (or worse) through deliberate decisions about how they are
designed. Most of these fields consider principles of how humans
naturally think, communicate, operate, and process information in
order to make complex technologies more intuitive, trustworthy,
expressive, and useable.

This Section will not attempt to specify particular technological
design solutions to make autonomous vehicles more predictable to the
pedestrians, drivers, and others that share their physical space. Rather, it
will identify a series of representative scenarios and some general
principles—such as increased communication—that merit attention and
which are illustrative of the underlying unpredictability issue in self-
driving cars. Most of these scenarios involve high conflict contexts
between autonomous vehicles and vulnerable populations—such as
pedestrians, bicyclists, other drivers, or passengers—that should be of
particular concern to policymakers.

1. Communicating to People that They Have Been Detected

Autonomous vehicles must be designed to communicate to nearby
people that they have been detected. As described earlier, autonomous
vehicles use a variety of sensors such as radar, lidar, sonar, and video
cameras to detect and avoid obstacles such as pedestrians, cars, and
cyclists. However, it is crucial that ordinary people know if and when
nearby autonomous vehicles have detected their presence. This issue has
been illustrated multiple times throughout this Article through the
various examples involving pedestrians at crosswalks.

Many examples have expressed uncertain deadlock scenarios
between an approaching autonomous vehicle and other people. In most
of these scenarios, the concern has been that, under current designs,
cyclists, pedestrians, or drivers faced with an approaching autonomous
vehicle cannot be completely confident that they have been detected in
the way they might with a human driver. To be clear, this is not a
technological capability issue—it is extremely likely in most cases that
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an autonomous vehicle will *actually* detect a pedestrian—as vehicles have multiple redundant sensors that allow for such detection with a high probability. Rather, this represents a technological design and communication issue. A self-driving car may have in fact detected a pedestrian, but may simply not be designed in such a way so as to effectively communicate that information externally.

Human drivers encounter these same scenarios. To navigate these conflicts, they use verbal and non-verbal communications to indicate to pedestrians or other vulnerable populations that they have been perceived. Through an iterative set of explicit waves or subtle eye contacts, pedestrians and others nearby can gain more confidence that they have been perceived. Contemporary self-driving vehicles, by contrast, tend not to have comparable external communicative abilities. Autonomous vehicles need to be designed in such a way that they are able to meaningfully communicate to those around them that they have been perceived by the vehicle’s sensors, and that the system’s attention architecture is paying attention to them.

### 2. Communicating Intentions to Surrounding People

It is not enough that autonomous vehicles communicate to those around them that they have been detected. An autonomous vehicle must also clearly communicate what it is going to do next. For instance, a pedestrian at a crosswalk might be unsure if a self-driving vehicle is intending to stop and wait for the pedestrian to cross or drive through the crosswalk.

It is also important that self-driving cars be designed to communicate their intentions to other drivers. The Google self-driving car accident described earlier illustrates this issue of communicating with human drivers. As Google noted, driving can be thought of as a negotiation, where drivers are constantly communicating with those nearby, to navigate safe passage. In a sense, the Google self-driving car accident was a failure of communication. The Google car did not have a good means of communicating to the human bus driver what it was about to do, and the human bus driver did not have a good method of communicating to the self-driving car what it intended to do. Because of the absence of communication methods, both the human and autonomous drivers were left to use assumptions about the other’s behavior, which proved faulty.

---
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To a limited extent, autonomous vehicles already do communicate their intentions. Just like human drivers, they employ their automobile turn signals when switching lanes or turning and activate their rear brake lights when slowing or stopping. All of these are important tools that communicate intentions that parallel the signals of human drivers. However, because the internal computer-controlled decisions of autonomous vehicles are not transparent or intuitive to people, but rather are controlled by software, data and algorithms, it may be important to provide a level of communication about the near term movements of the vehicle to those around them beyond these simple indications.

“Vehicle to Vehicle” (V2V) or “Connected Vehicle” technologies may improve this communication issue. “Vehicle to Vehicle Communication” is the name for a suite of technologies that allow cars to communicate their location, speed, and movements to other nearby cars. Such communication can improve overall driving safety, as cars can wirelessly broadcast to other cars around them exactly what they are doing, allowing other drivers to make more informed driving decisions. While uncommon as the writing of this Article, V2V communication is likely to become more common in ordinary cars by 2020 due to federal mandates. Ultimately, these technologies can likely be used by self-driving cars to communicate their near-term autonomous movements. However, V2V communication is likely to only be a comparatively small part of the solution.

Relatedly, it is not always clear what information a self-driving vehicle is paying attention to. Recall that autonomous vehicles are inundated with a flood of information from multiple sensors, detecting not only obstacles such as other vehicles, but also traffic features such as curbs, lane markings, signals, etc. The vehicle’s computer system must necessarily prioritize some of this detected information, and pay less attention to other information that it has detected, given its limited computing resources. A pedestrian likely not only wants an assurance that it has been detected, but that the vehicle’s computers are paying attention to and have prioritized her physical presence (as opposed to other objects detected) and is planning to avoid the pedestrian (as opposed to taking other actions).

185 Kirsten Korosec, Obama Administration to Fast-Track “Talking” Car Mandate, FORTUNE (May 14, 2015, 5:45 AM), http://fortune.com/2015/05/14/v2v-communication-cars.
186 See NHTSA, supra note 48, at 3–4 (discussing vehicle to vehicle technology).
Autonomous vehicles may also unintentionally send misleading signals through their computer-controlled actions. Recall the earlier example in which an autonomous vehicle had a safety rule that it automatically slowed in speed at a crosswalk, whether or not it actually detected any nearby pedestrians. Such a slowing action might be misinterpreted by a nearby person as a deliberate signal that the vehicle is intending to stop—much the way a human driver might non-verbally signal such an intention—when in fact the vehicle may not have been intending to communicate anything at all.

Finally, consider a different type of communicative conflict: what to do when an autonomous vehicle sends messages that conflict with those from the human passengers in their car? For example, imagine that an autonomous vehicle, with a human passenger riding inside, approaches a crosswalk with a pedestrian walking nearby. The autonomous vehicle announces to the pedestrian that it is not planning to stop because it considers the pedestrian to be too far away. However, the vehicle’s passenger, out of politeness, waves the pedestrian across. This presents a conflict, because the passenger is not in fact controlling the vehicle’s activities—the computer is, and the computer is not planning on stopping. In such a context, the pedestrian may rely upon this human assurance rather than the automated vehicular communication. Such conflicts between the messages sent by human passengers (who do not actually control the vehicle) and autonomous vehicles themselves (which do) are worth further consideration.

3. Communicating Capabilities of Autonomous Vehicles

One important issue will likely arise particularly in the early years of fully autonomous vehicles: ordinary people may not realistically understand what autonomous vehicles are capable of doing. It is, thus, important to educate the public about the actual capabilities of autonomous vehicles generally and also for vehicles to be able to communicate their specific capabilities to the people around them.

People are likely to underestimate some of the technological abilities of self-driving vehicles once they arrive. Especially in the early transitional years, people may be uncertain as to whether an approaching autonomous vehicle will avoid them, even when the vehicle has quite capably detected them. A good recent example comes from a cyclist driving alongside an experiment self-driving car. Perhaps unbeknownst to the cyclist, the vehicle had been programmed to detect bicyclists and even read cyclist hand signals, such as a wave signaling an...
intention to merge in front of the autonomous vehicle. However, the
uncertainty over the capabilities and intentions of the autonomous
vehicle lead to a standoff in which the cyclist hesitated, uncertain as to
what the autonomous vehicle was going to do.\textsuperscript{188} This type of
uncertainty about the actual detection and obstacle avoidance
capabilities of autonomous vehicles may lead to deadlock and safety
problems. More generally, due to safety concerns, people may act
unduly cautious around self-driving cars as compared to comparably
situated human drivers, leading to inefficiencies.

Similarly problematic, people are also likely to overestimate the
capabilities of self-driving cars. As with any new, complex, or unfamiliar
technology, people may have assumptions or beliefs about what
autonomous vehicles can and cannot do. However, these assumptions
may not align with the actual abilities of the vehicle. Because
autonomous vehicles are likely to exceed human drivers in certain areas,
people unfamiliar with the technology may assume that autonomous
vehicles have superior capabilities in other areas that they do not in fact
have. One could imagine, for instance, a cyclist at a crosswalk deciding
to dart at high speed in front of an approaching autonomous vehicle,
assuming that the vehicle’s advanced sensor and braking capability will
allow it to stop in contexts that exceed human driver capabilities.

While this might seem like an unreasonable action on the part of
the cyclist, recall that people trust the reliability and reactivity of
technology in similar ways today. Many people will not hesitate to insert
their arm between the closing door of an elevator to prevent it from
leaving.\textsuperscript{189} On the surface, this seems like a terribly risky action.
Inserting one’s limb between two crushing pieces of metal driven by a
motor—when viewed in the abstract—sounds both unreasonable and
excessively risky. But the mechanisms for detecting such objects have
become so reliable, and the public trust in this technology so strong, that
many expect them to operate with near perfect accuracy.\textsuperscript{190} People, thus,
have formed a belief about the reliability and the capabilities of a
technology formed over years of interactivity. People may bring similar
assumptions about the extent and capabilities of autonomous vehicles,
from their interactions and experiences.\textsuperscript{191} Not all of these beliefs will
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necessarily comport with the actual capabilities of particular autonomous vehicles.

An example of a person misunderstanding the actual capabilities of a partially autonomous vehicle illustrates the point. A human driver assumed that a partially autonomous vehicle had the type of automatic obstacle detection, avoidance, and braking capabilities described earlier.\textsuperscript{192} Believing this to be the case, the driver intentionally navigated the vehicle towards a crowd of people, assuming that the vehicle’s autonomous systems would automatically detect the people and stop in time. In fact, the driver of the vehicle was mistaken, and the vehicle was not in fact equipped with such an automated obstacle detection and braking system, leading to a collision.\textsuperscript{193}

As the technology emerges, ordinary people are not going to necessarily familiar with the actual capabilities of any particular autonomous vehicle. Complicating efforts, self-driving vehicles from different manufacturers are likely to have slightly different capabilities from one another. Finally, there is the possibility that consumers may modify their self-driving vehicles from the model initially delivered by a manufacturer, increasing uncertainty about capabilities further.\textsuperscript{194}

However, it is possible to reduce accidents of the type just described through improved education as to the actual capabilities of various vehicles.\textsuperscript{195} Similarly, it will be important to standardize vehicles so that they have a minimum set of abilities upon which people can rely, and to consider ways to communicate a vehicle’s actual capabilities if they diverge from the norm.

Several common themes emerge from the preceding discussion: the importance of communication, technological design to facilitate communication, and educating the public about the actual capabilities of autonomous vehicles as they emerge. It is important that researchers think not only about how to make autonomous vehicles drive safely and accurately—as they are primarily doing now—but also about ways of communicating the following to a lay public: what autonomous vehicles have detected and what they are paying attention to; what the vehicles are about to do next, and the underlying technological capabilities in a realistic way of any given autonomous vehicle. Communicating the actual capabilities of an autonomous vehicle, and the scope and extent, level of pedestrian care may decline as people become accustomed to this common safety feature.\textsuperscript{196}
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is both an educational problem and a design problem that is likely to prove challenging. However, once these issues receive proper attention, it is the belief that many of these issues can be overcome through deliberate technological design decisions in augmenting the communicative capabilities of autonomous vehicles.

4. Robots and Other Moving Autonomous Systems

Autonomous vehicles are sometimes referred to as “robotic vehicles” and many of the researchers developing self-driving cars have robotics backgrounds. This is because many of the features of an autonomous vehicle allow one to reasonably characterize it as a type of robot. A good working definition of a robot is a computer-controlled machine that moves through the environment or produces physical action in the world and which has some degree of freedom about where to move.

It is, thus, the ability to move through or influence the physical world—whether through wheels or by rotating a robotic arm—that is what generally distinguishes a robot from other computer-controlled automated technologies. By contrast, the vast numbers of automated computer systems in the world retrieve, analyze, or communicate intangible data in an automated way, but are not considered robots because they do not cause action in the physical world. For instance, the results returned from a Google search are automated in the sense that they are generated entirely by computer (and not a human), but this automation concerns the analysis and retrieval of data and not the production of physical movement. Robots, on the other hand, produce physical action, such as an autonomous vehicle driving on the streets, a robotic assembly arm in a factory lifting automobile parts, or a surgical robot making an incision during surgery. And like self-driving vehicles, the degree of autonomy of movement in a robot can range from fully autonomous, to semi-autonomous, to non-autonomous, depending upon the extent to which the robot controls its own activity.

This linkage to robotics is important because many of the lessons of unpredictability apply more broadly beyond self-driving cars to other self-directed, computer controlled moving systems, such as robots.


197 The definition of a robot is contested, but there are some common themes. See, e.g., Ryan Calo, Robotics and the Lessons of Cyberlaw, 103 CAL. L. REV. 513, 531–32 (2015) (describing the difficulty in defining robotics but providing some basic definitions); Williams, supra note 178, at 45 (“Robots are computer controlled cyberphysical systems that perceive their environment using sensors and undertake physical action using actuators to effect change.”).
Already researchers in university laboratories and workers in many factories work in close proximity with research or industrial robots. Many expect robots to move out of these specialist settings in upcoming decades, with workers and consumers operating near large autonomous or semi-autonomous robots that assist in work. The important point is that similar issues of predictability about robot behavior and physical harm will become important when people and robots increasingly share the same physical spaces. For instance, if a worker is operating near a large autonomous robot with a moveable arm, that worker would like to have confidence that the robot has detected his presence, and that the robot is not going to suddenly extend its arm in a way that could injure the worker.

Similar to the context of autonomous vehicles, it is important to consider ways to make the internal states of the robot more transparent (e.g., what nearby people has the robot detected?) and future actions more predictable (e.g., is the robot planning to extend its arm?), in order to reduce the risk of accidental physical harm. Thus, many of the lessons and implications discussed in this Article in the context of autonomous vehicles apply equally well to the context of other autonomous moving machines that may become more common, such as robots or unmanned aerial vehicles (i.e., drones).

C. Law Influencing Vehicle Predictability

Assuming that autonomous vehicles can be better designed to make their actions more predictable to ordinary people, a related point is, what should the government or legal system do, if anything, to encourage or mandate such changes? It is possible that issues of predictability raised might work themselves out over time, absent any government action, as ordinary users simply become accustomed to the behavior of self-driving cars and such behavior becomes more predictable. But this Article raises these issues prominently, because such a scenario of increased predictability is not necessarily inevitable on its own based upon current trajectories. Currently, different manufacturers are creating driverless vehicles that react somewhat differently from one another in different situations and which have varying capabilities from one another. This variation in behavior and


capability alone will be, on its own, enough to potentially confuse laypersons attempting to predict the behavior of any one self-driving vehicle that they encounter. This Part will discuss various roles the government might take in fostering more predictability, including standardizing aspects of autonomous behavior and helping to coordinate private sector problem-setting.

1. Government in a Coordinating Role

Perhaps the most promising role that the government might play in encouraging design changes in autonomous vehicles to make them more predictable is through coordination of private sector and public sector efforts. In this role, the government would highlight certain problems that need to be addressed—such as vehicular communication of intentions (i.e., how to communicate to those in nearby proximity to the vehicle where the vehicle intends to move next)—without specifying any particular solutions or performance goals. The benefit of such a coordination role is that the government could focus attention on problems of greatest importance, without venturing beyond areas of institutional competence. One concern is that the development of self-driving vehicles is such a new and constantly evolving technological area, that government agencies may not have the technological expertise to prescribe efforts beyond high-level coordination and focus.

A good example of such government coordination in the context of self-driving cars comes from the 2013 National Highway Traffic Safety Administration (NHTSA) "Preliminary Statement of Policy Concerning Automated Vehicles." In this policy paper, the NHTSA took a leadership role in standardizing self-driving vehicle concepts and terminology. Importantly, in this document, the NHTSA also highlighted certain policy and safety issues that must be addressed by industry in the self-driving car area, including suggestions for training and testing. Although they have not done so yet, the NHTSA could similarly address the issues of movement predictability and external communication highlighted in this Article. Such an official federal government policy focus on problematic issues would go a long way to focusing industry attention on these problems.
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2. Standardizing Self-Driving Car Behavior

Increased standardization of autonomous behavior could help make self-driving cars more predictable. Currently, self-driving vehicles are being developed by multiple different companies and research organizations. While these companies share some broad similarities in their approaches to autonomous driving, at the level of vehicle engineering each has tended to produce vehicles that are somewhat different from one another in both design and capabilities. Vehicles from different organizations tend to have a distinct mix of software, sensors, and mapping reflecting that organization’s proprietary research. The result is that vehicles produced by different organizations are likely to react somewhat differently from one another in particular contexts while driving on the road. For instance, a self-driving vehicle developed by Google may approach a crosswalk one particular way given its distinct combination of sensors and software and particular design philosophy, whereas, a vehicle developed by Mercedes may react differently reflecting that organization’s unique engineering approach. The result of such variation may be increased unpredictability from the point of view of pedestrians and other lay persons who interact with multiple brands of self-driving vehicles. They may be faced with a range of potentially different autonomous behavior depending upon the source of the vehicle that they happen to encounter.

One approach to increase predictability may be to standardize certain self-driving vehicle behaviors. Such standardization could occur across brands—to ensure that vehicles produced by different manufacturers operate fairly similarly at a broad level. However, such standardization should also occur at the level of common driving contexts that are likely to occur. For instance, a common scenario that has been discussed involves autonomous vehicles approaching crosswalks with pedestrians present. Some sort of standard signaling protocol—for instance—flashing headlights to a pedestrian to indicate that she has been detected or something similar—could be developed for this scenario. If a standard set of best-practice protocols could be developed, these could be implemented across manufacturers. Such standardization of common behaviors would likely improve movement predictability of self-driving cars from the vantage-point of pedestrians, drivers, and other lay persons. Over time, predictability of movement
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would increase as pedestrians would become accustomed to a standard set of self-driving car behaviors as they encounter them in the world.

Such standardization often requires a coordinating mechanism, and in some cases, an enforcement mechanism, to actually occur. The government could play a role both in developing best practices for standardization and enforcing those standards. The government is certainly not the only coordinating mechanism that could be used to achieve such standardization—manufacturer or industry groups could work outside of the government or in conjunction with the government—to develop predictable behavioral standards. However, it does seem likely that the government could play a useful coordinating or regulatory role in standardizing autonomous behaviors to make autonomous vehicles more predictable.

3. Direct Legal Influence

Another approach to encouraging design changes in autonomous vehicles to make them more predictable is through direct regulation by an administrative agency. Today, the NHTSA promulgates detailed administrative rules about how to design ordinary (non-autonomous) vehicles to increase safety. These design requirements can be quite detailed and specific. For instance, Federal Motor Vehicle Safety Standard (FMVSS) 101 provides more than five pages of comprehensive rules about the location, visibility, and understandability of vehicle dashboard information. Similar highly detailed government rules exist for nearly every aspect of vehicular design.

One could imagine a series of analogous federal standards designed specifically for the set of unique issues posed by autonomous vehicles. Among these could be design issues related to communicating the intentions of autonomous vehicles in ways that parallel the way human drivers communicate their intentions to others. The code could include a series of design principles specifically mandating that the vehicles meet communication and predictability standards for outside lay audiences. It seems reasonably likely that that the NHTSA or some other federal agency will be involved in regulating issues that are specific to autonomous vehicles that are distinct to those currently faced by non-autonomous vehicles. Although such rules are currently not in place, it seems reasonably likely such federal autonomous vehicle specific regulations will ultimately begin to emerge.
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While federal regulation represents one possible mode of involvement, there are reasons to be cautious about such a top-down approach. One reason for hesitation is that it is very difficult to understand, at this early stage, how autonomous vehicles will actually unfold once they are on the road in substantial numbers. Currently, fully autonomous vehicles are comparatively rare on the road and largely exist as experimental prototypes. It is very difficult to project forward into a world in which fully autonomous vehicles are more common, representing ten percent or more of the vehicle population. The extreme complexity of the technology, combined with the complexity of multiple autonomous vehicles interacting with one another and human drivers, pedestrians and cyclists, will create scenarios that are today hard to anticipate from a regulatory perspective.

To the extent that such design regulations are promulgated, they should be stated broadly at a high level of abstraction. For one, there is the institutional competence issue. In the case of technological issues, one dominant question is who is in the best position to articulate relevant standards, a government administrative agency or the researchers involved in developing the technology? We are concerned that government agencies may lack the expertise and reaction-speed to produce useful and relevant standards in the face of an emerging, evolving, and iterating technology such as autonomous driving.

Similarly, regulatory rules requiring increased communication for predictability should be promulgated in a functional manner as performance standards. It is not uncommon today among auto design regulations to propose similarly broad rules, where some mandates are stated at a general functionality level in terms of broad standards of performance.209 With such performance standards, auto-makers are permitted to design their vehicles according to their own specifications and then certify that their vehicle design meets performance standards.210 Similarly, any regulations related to making autonomous vehicles more expressive for predictability purposes should be specified in terms of performance standards.

4. Indirect Legal Influence

Another way in which the legal system might impact the design of autonomous vehicles to make them more predictable, is not directly through explicit regulation, but indirectly through the tort system. For


one, fear of tort liability in accident scenarios resulting from unpredictability and lack of communication—such as those described—might be incentive enough to induce those firms that are developing autonomous vehicles to focus on the issue of unpredictability with more intent.

At the moment, it appears much of the existing self-driving car research effort is focused on solving the fundamental technological challenges in getting autonomous driving technology to work in all weather conditions and physical spaces. For instance, as described, some autonomous vehicle approaches still have difficulty navigating in snow. Thus, there still are central technological issues that remain to be solved through additional research effort. In some ways, the issue of communication and design is likely to be a secondary task once the central challenges of autonomous driving have been mostly solved. Thus, once the technology is fully operational in all conditions, firms may begin focusing more intensely on other issues such as technological design improvements for predictability out of a concern for liability and also a desire to tweak the safety of autonomous vehicles even further.

The tort system might also indirectly affect the technological design through the evolution of case law. Actual accidents and lawsuits might involve scenarios in which the behavior of autonomous vehicles were not predictable to ordinary people. This Article does not aim to do a full analysis of the issues concerning tort liability involved in autonomous vehicle accidents. That analysis has been done ably elsewhere and is beyond the scope of this Article.

However, one final point worth mentioning in tort law: there is likely to be much more data about what happened in an accident with a self-driving car, as compared to a typical car accident today. Such data could serve as detailed evidence as to what happened, and perhaps who was at fault in a tort lawsuit. As described, autonomous vehicles use detailed sensors to collect vast amounts of data about their surroundings. One interesting aspect of this is that when there is an accident, there is a very detailed “black box” record of exactly what happened in both video and data, about the surrounding vehicles, where they were, and what they were doing before and after the accident.

A good example of this comes from another accident involving an autonomous vehicle from Google. That vehicle was hit from behind
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by another vehicle driven by a person. The autonomous vehicle was not at fault in the accident, but the human driver behind was. Google was able to release a detailed replay of the accident, showing an animation of the accident before, during, and after. Since the lidar and sensors had captured all of the objects around the car for multiple meters and their movements, it became quite clear from the reconstruction of the data, that the autonomous vehicle did not cause the accident.215 This type of detailed, animated data concerning the immediate movements before, during, and after accidents, which is already naturally captured by the autonomous vehicle’s data, will provide a new source of evidence in tort law. The ability to replay and review car self-driving accidents in detail after they have occurred may influence the re-design of self-driving cars for improved predictability.

CONCLUSION

Autonomous vehicles are likely to bring safety benefits. However, one area of concern has largely been overlooked: the ability of lay persons, such as pedestrians or other drivers, to predict the movements of computer-controlled vehicles. This is a problem because today, people rely upon cognitive intuitions about human behavior to avoid accidents with automobiles driven by other people. These same cognitive intuitions may not reliably apply when movement decisions are made, not by people, but by computer systems employing algorithms and sensor data.

This Article had several aims. First, it intended to identify the problem: that the actions of moving autonomous systems may be difficult for lay persons to predict. Autonomous vehicles represent the first example in which lay populations will be operating in close proximity to large moving machines, whose activities are computer-directed (rather than under human control), and that have free range of movement. In coming years, there are likely to be other, similar examples of autonomous movement in non-specialist spaces beyond the autonomous vehicle context, including robots and drones. With such autonomous movement, there is the potential for physical injury. The issues raised in this Article thus apply in these other autonomous contexts (i.e., robots and drones) as well.

This Article also explained the technology underlying autonomous driving with the goal of illustrating why their movements are likely to be

unpredictable in certain high-conflict contexts that are today unproblematic with human driven automobiles. It developed the concepts of “technological opacity” and “theory of mind” to explore why existing cognitive intuitions may not guide lay persons in sharing the same physical space with autonomous vehicles. This Article also explored the way in which improved technological design of autonomous vehicles might make them more communicative in ways that could reduce the risk of accident. Finally, it explored various ways in which the government might play a role in improving predictability, such as in standardizing autonomous vehicle behavior, or fostering technological designs to make the vehicles more communicative about their intentions to lay persons that share their physical space.