








INTERMEDIARIES AND HATE SPEECH

and/or bans users who "promote[] or otherwise incite[] racism, bigotry, hatred
or physical harm of any kind against a group or individual" or who "exploit[]
people in a sexual or violent manner."'186 Other intermediaries apparently
define removable hate speech more narrowly - for example, only where threats
of violence are involved. 87

Removal's enormous power counsels against its overuse, as speakers'
access to certain communities can depend upon the cooperation of
intermediaries. While intermediaries can prominently display websites and
blogs, they can also prevent people from accessing them.188 Thoughtful and
effective responses thus do not, and should not, always require removal.

In our view, intermediaries should consider blocking forms of hate speech
that satisfy certain of the narrower definitions described in Part II.B - that is,
expression that is more directly related to threats of, or incitement to, violence
and intentional infliction of emotional distress, and for these reasons may be

86 Terms & Conditions, MYSPACE, http://www.myspace.comlhelp/terrns (last visited
Apr. 8, 2011); see also Nora Flanagan, Social Networking: A Place for Hate?, IMAGINE
2050 (May 19, 2009), http://imagine2050.newcomm.org/2009/05/19/social-networking-a-
place-for-hate (describing MySpace's strict enforcement of its hate speech policy);
Interview with Nigam, supra note 59. MySpace employs forum moderators who "keep an
eye out for anti-semitism and derogatory comments." Michael Arrington, MySpace Wants
to Avoid this Whole Holocaust Denial Thing, TECHCRUNCH BLOG (May 12, 2009),
http://techcrunch.com/2009/05/12/myspace-wants-to-avoid-this-whole-holocaust-denial-
thing/. Its terms of service explains that it "expressly reserves the right to remove your
profile and/or deny, restrict, suspend, or terminate your access to all or any part of the
MySpace Services if MySpace determines, in its sole discretion, that you have violated this
Agreement." Terms & Conditions, MYSPACE, http://www.myspace.com/help/terms (last
visited Apr. 8, 2011).

187 See supra notes 149-151 and accompanying text (discussing Facebook's removal of
pages threatening violence like Kick a Ginger). Assuming that Facebook understands
removable hate speech to mean only that which threatens violence, it should say so more
clearly in its actual hate speech policy, which instructs users not to "post content that: is
hateful, threatening, or pornographic; incites violence; or contains nudity or graphic or
gratuitous violence." Statement of Rights and Responsibilites, FACEBOOK, http://www.face
book.com/terms.php (last visited June 1, 2011).

188 Video-sharing services and social network sites can remove content, precluding users
from seeing them. Social media services can ban users by blocking their 1P addresses. Cf
Google and lnternet Control in China: A Nexus Between Human Rights and Trade?:
Hearing Before the Cong.-Exec. Comm'n on China, 111th Cong. 68-76 (2010) (prepared
testimony of Rebecca MacKinnon) (exploring the Chinese government's efforts to censor its
citizens' online activities, including through the use ofIP address blocking). Search engines
can refuse to sell advertising to companies and thus limit their visibility to customers
engaging in relevant searches. See Floyd Norris, France Calls Google a Monopoly, N.Y.
TIMES, July 2, 2010, at B1 (describing how Google refused to sell online advertising to
French company Navx, which lets French drivers know where the police operate radar traps,
because "Google found Navx's business distasteful" - thus search terms like "radar trap" no
longer yielded advertisements for the company's product, whose sales "plunged").
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subject even to government regulation under the First Amendment. 89

Removal may be especially appropriate where counter-speech is unlikely to
eliminate the harms posed by the hateful expression.

Calls for violence strike at the very heart of digital citizenship. They can
inspire actual physical attacks.' 90 Threats of violence also violate principles of
digital citizenship even if they do not directly lead to actual violence, such as
YouTube's How to Kill a Beaner or Execute the Gays videos,19 ' because they
deny group members the opportunity to engage in activities free from fear. In
our view, Facebook and YouTube appropriately removed these and similar
postings as soon as they received notice of them.1 92  Threats and
encouragement of violence undermine their targets' security and peace of
mind, without facilitating discourse. Moreover, intermediaries generally can
surgically remove threats of violence with little risk to other speech. 193

Online hate that inflicts severe emotional distress accomplishes a similar
denial of digital citizenship. For instance, recall that persistent and menacing
online harassment coerced a California teenager into closing his website and
leaving his school. 194 Similar results followed the attacks on Kathy Sierra: she
shut down her well-known blog after anonymous posters uploaded doctored
photographs, revealed her home address and Social Security number, and
threatened violence.' 95 This type of online hate has little chance of generating

189 See supra notes 141-142 and accompanying text.

'1 See, e.g., Nordlinger, supra note 11, at 8; Moore, supra note 11.
191 Howard, supra note 7, at 4D.
192 Id. (reviewing Facebook and Google/YouTube policies on removal of hate speech);

Lappin, supra note 1 (chronicling Facebook's removal of "Kill a Jew" pages).
193 Intermediaries also employ other strategies in addition to removal. For instance, they

might accompany the removal of speech that violates their TOS with other sanctions,
including warnings followed by temporary or permanent banning of individual users found
in violation. Cf David A. Hoffman & Salil K. Mehra, Wikitruth Through Wikiorder, 59
EMORY L.J. 151, 182 & n.162 (2009) (discussing Wikipedia's warning of users to stop
certain behaviors and placement on probation as well as banning of users).

194 See supra notes 74-79 and accompanying text.
195 See supra notes 80-85 and accompanying text. Chris Locke operated the blog where

the threatening comments and doctored photographs were posted. Chris Locke, Re Kathy
Sierra's Allegations, THE EGR WEBLOG (Mar. 27, 2007, 3:16 AM),
http://www.rageboy.com/2007/03/re-kathy-sierras-allegations.html. He summarized his
reaction to the posts in this way:

(Tihere were a couple posts - the ones Kathy mentions in her post - that were over the
top. I didn't think for a minute that they were "threatening" - and again, they were not
my doing - but when I saw mail from her objecting to them, I nuked the entire site
rather than censor any individual.

I was a conference host on the Well 15 years ago where the core ethos was
acronymized to YOYOW - You Own Your Own Words. This has remained a guiding
principle for me ever since. I will not take responsibility for what someone else said,
nor will I censor what another individual wrote. However, it was clear that Sierra was
upset, so it seemed the best course to make the whole site go away.
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counter-speech - it seems designed to cause deep distress, not to generate
dialogue.

Even when content is appropriately removed, however, acknowledging its
deletion can support a commitment to transparent and accountable
enforcement.196  For example, Facebook readers could see Facebook's
acknowledgment that it took down Kick a Ginger Day and Kill a Jew Day.197

And although Google's search engine does not take down hateful content in
the United States as a matter of policy, it alerts web users of content removal
when the law of another country requires it to block in-country users from
certain sites otherwise available on the intemet. 98

B. Countering Hate Speech with Speech

Rather than - or in addition to - the removal of online hatred, intermediaries
can counter digital hate with speech of their own. Google offers an instructive
- if rare - example. In 2004, the number-one Google result for a search of
'jew" was the URL jewwatch.com, a site featuring anti-Semitic content. 199 In
response, a Jewish activist asked people around the Web to link the word
'jew" to a Wikipedia article so that search engine users would more likely see
that article at the top of search results rather than the Jew Watch site, a practice
known as a "Googlebomb." 200 Neo-Nazi sites, in tum, launched a counter-

Id In our view, Locke, as the blog operator and relevant intermediary, should have taken
down the posts as soon as he saw them in light of their clear potential to threaten and inflict
fear and distress without offering any genuine opportunity for dialogue. Locke's "You Own
Your Own Words" philosophy, applied there, seems ironic given that the posters wrote
anonymously and thus avoided owning their own words to avoid bearing responsibility for
the threats and doctored photographs. See id.

196 See State AG Questions Research on Child-to-Child Online Bullying, WASHINGTON

INTERNET DAILY (Warren Comm'ns News, Inc., Washington, D.C.), Dec. 12, 2008.
197 See 'Kill a Jew Day': Spike in Virulent Anti-Jewish Facebook Pages, THE NEW YORK

BLUEPRINT (Oct. 3, 2010), http://nyblueprint.com/articles/view.aspx?id=796.
Unfortunately, however, "Kill a Jew" groups continue to appear on Facebook. See
AnomalylOO, Two Dozen 'Kill a Jew Day' Pages Found in the Last Seven Days,
FREAKOUTNATION (Oct. 3, 2010, 6:09 PM), http://freakoutnation.com/2010/10/03/two-
dozen-facebook-kill-a-j ew-day-pages-found-in-the-last-seven-days.

198 Seltzer, supra note 23, at 46-47 ("[Wihen sites are blocked at a search-engine level, it
is up to the search providers to notify their end-users. If they do not, the page disappears
invisibly. In most engines, pages simply disappear from listings, leaving searchers unaware
that a site they never saw is gone .... Among the major search engines, only Google gives
indication when it removes results from a search page because of legal demands."). Of
course, Google's current policy might stem from its objection to those countries' restrictive
laws. Whatever the reasons underlying its policy, we still laud the company for the
transparency of those decisions to remove content.

199 See JEW WATCH, http:/jewwatch.com (last visited Apr. 8, 2011). See generally Jew
Watch, WIKIPEDIA, http://en.wikipedia.org/wiki/JewWatch (last visited Apr. 8, 2011).

200 John Brandon, Dropping the Bomb on Google, WIRED (May 11, 2004), http://www.
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Googlebomb, leading the results back to Jew Watch.20' Individuals asked
Google to remove Jew Watch entirely from its search results. 20 2

After the story drew significant media and interest-group attention, Google
announced that it would not change its software to eliminate Jew Watch in its
results pages.20 3 It explained that it chose not to change its algorithms because
it "views the comprehensiveness of [its] search results as an extremely
important priority," and it does not "remove a page from [its] search results
simply because its content is unpopular or because we receive complaints
concerning it."12 0 4

Instead, Google inserted its own advertisement entitled "Offensive Search
Results" on top of its page where the link to Jew Watch appeared among other
search results.205 Google explained the company's understanding that the Jew
Watch site may be offensive and "apologize[d] for the upsetting nature of the
experience you had using Google. ' 20 6 Google assured readers that it did not

wired.com/culture/lifestyle/news/2004/05/63380. "Googlebombing" refers to a practice in
which users can artificially inflate a page's search ranking by linking to a page in as many
other pages as possible. James Grimmelmann, The Google Dilemma, 53 N.Y.U. SCH. L.
REV. 939, 942-43 (2008-09); see Bracha & Pasquale, supra note 128, at 1167-88 (describing
search engines' capacity to manipulate their results).

201 Grimmelmann, supra note 200, at 943.
202 Id.

203 An Explanation of Our Search Results, GOOGLE, http://www.google.com/explanation.

html (last visited Apr. 8, 2011).
204 Id. Apparently, however, Google does change search results for at least some

purposes. Consider the example of a merchant who deliberately engaged in bad behavior
because the sheer volume of negative mentions that then appeared on consumer advocacy
websites improved his ranking in search results. David Segal, A Bully Finds a Pulpit on the
Web, N.Y. TIMES, Nov. 28, 2010, at BU1. In response, Google changed its algorithm to
penalize sites that others link because it provided "extremely poor user experience." Amit
Singhal, Being Bad to Your Customers Is Bad for Business, THE OFFICIAL GOOGLE BLOG
(Dec. 1, 2010, 12:06 PM), http://googleblog.blogspot.com/2010/12/being-bad-to-your-
customers-is-bad-for.html. In a blog posting, Google explained that it developed an
algorithmic solution to ensure that "being bad is, and hopefully will always be, bad for
business in Google's search results." Id. For another example, see David Segal, The Dirty
Little Secrets of Search, N.Y. TIMES, Feb. 13, 2011, at BU1 (discussing Google's changes in
search results to counter the effects of manipulative efforts to maximize J.C. Penney's
search result rankings).

205 Google Search for "Jew", GOOGLE, http://www.google.comsearch?q=jew (last visited
Mar. 26, 2011).

206 An Explanation of Our Search Results, supra note 203. If, however, you type "jew"
into Google's German version, google.de, Jew Watch does not appear at all. Grimmelmann,
supra note 201, at 948. At the bottom of the results page, a notice explains that Google has
removed three results from the page. Id. Google changed its results because German law
criminalizes incitement of hatred against minorities. Id. at 947. For a discussion of whether
and how countries that have experienced genocide may take more aggressive approaches to
hate speech, see Jennifer M. Allen & George H. Norris, Is Genocide Different? Dealing
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endorse the views expressed by Jew Watch.2 07 Google's explanation added
that readers "may be interested in some additional information the Anti-
Defamation League has posted about this issue. '20 8 To date, however, Jew
Watch continues to appear prominently in a Google search of "jew."20 9

Google similarly inserted an explanatory advertisement after images of the
First Lady, altered to resemble a monkey, prominently appeared among the
results of Google image searches for "Michelle Obama. ' '210 After Google
posted its advertisement, a Chinese blog that had recently featured the image
took it down, saying, "I am very sorry for this article. '2 11

This kind of intermediary counter-speech is, however, far from routine. For
instance, although Google has a "Report Offensive Image" function, it rarely
responds to such reports, and Google has to date bought "Offensive Search
Results" advertisements in only the cases discussed here.212 Such counter-
speech by intermediaries thus remains extremely rare.213

with Hate Speech in a Post-Genocide Society, 7 J. INT'L L. & INT'L REL. (forthcoming
2011), available at http://ssm.com/abstract= 1640812.

207 An Explanation of Our Search Results, supra note 203.
208 Id.
209 Google Search for "Jew", supra note 205 (showing Jew Watch as the second result).
210 Saeed Ahmed, Google Apologizes for Results of 'Michelle Obama' Image Search,

CNN (Nov. 25, 2009, 12:05 PM), http://www.cnn.com/2009/TECH/11/25/google.michelle.
obama.controversy-2/index.html. A Google forum user flagged the picture. Id. Initially,
Google de-indexed the website that posted the photograph on the grounds that "it could
spread a malware virus." Id.

211 Bianca Bosker, Michelle Obama Pictures UPDATE: Offensive Image REMOVED,
Google 'SORRY', HUFFINGTON POST (updated Mar. 18, 2010, 5:12 AM),
http://www.huffingtonpost.com/2009/11/24/michelle-obama-photo-googn 36760.html.

212 See Barry Schwartz, Report Offensive Images on Google Does Not Work, SEARCH

ENGINE ROUNDTABLE (Apr. 13, 2010, 7:54 AM), http://www.seroundtable.com/archives/
022010.html. Google's inaction on other cases has sparked much criticism. See, e.g.,
Esra'a Al Shafei, Google Apologizes for Offending Jews Through Search Results, MIDEAST
YOUTH (Mar. 21, 2007), http://www.mideastyouth.com/ 2007/03/21/google-apologizes-for-
offending-jews-through-search-results.

213 Google has bought ads in at least one other instance outside of the context of hate
speech: a Google user searching for "suicide" will encounter Google ads featuring suicide
prevention resources. Noam Cohen, 'Suicide' Query Prompts Google to Offer Hotline,
N.Y. TIMES, Apr. 5, 2010, at B6. The "icon of a red phone and the toll-free number for the
National Suicide Prevention Hotline" appear over the linked results in a way that is
"different and more prominent than an advertisement." Id. Google has also provided the
telephone number for national poison control in searches like "poison emergency." Id
MySpace has gone further than putting up advertisements when users write about suicide.
Interview with Nigam, supra note 59. As Hemanshu Nigam explained, when MySpace
identified, or received notice of, users noting a desire to commit suicide, it would contact the
National Suicide Prevention hotline and local police to recruit help for the users. Id.
According to Nigam, MySpace's intervention helped prevent ninety-three suicides in 2009.
Id.

2011] 1473



BOSTON UNIVERSITY LA WREVIEW

To be sure, we recognize - and remain concerned by - the possibility that
counter-speech may shine a spotlight on, and thus bring more attention to,
digital hate. But silence in response to digital hate carries significant
expressive costs as well. When powerful intermediaries rebut demeaning
stereotypes (like the Michelle Obama image) and invidious falsehoods (such as
Holocaust denial), they send a powerful message to readers. Because
intermediaries often enjoy respect and a sense of legitimacy, users may be
inclined to pay attention to their views.214 With counter-speech, intermediaries
can demonstrate by example what it means to treat others with respect and
dignity.

Moreover, such counter-speech can expose digital citizens to diverse views,
piercing the insularity of hateful messages that may lead to more extreme
views. This is just the sort of strategy Cass Sunstein alludes to in his book,
Republic.corn 2.0, where he calls for "self-conscious efforts by private
institutions" to expose citizens to diverging views.2 15 He urges intermediaries
to adopt best practices that expose citizens to different perspectives on public
issues, such as through "creative use of links to draw people's attention to
multiple views. '216

By challenging hate speech with counter-speech, intermediaries can help
transform online dialogue by documenting the continuing existence of racism
and other forms of hatred while concomitantly rebutting it. In this way,
intermediary action may help develop the qualities of tolerance advocated by
Lee Bollinger,217 while repairing the public discourse by speaking for silenced
or devalued targets. Intermediaries could play a valuable role in challenging
hate without defusing the safety valve and other attributes of permitting the

214 For additional arguments of the value of counter-speech by powerful speakers in

response to hate, see Corey Brettschneider, When the State Speaks, What Should It Say?
The Dilemmas of Freedom of Expression and Democratic Persuasion, 8 PERSP. ON POL.

1005, 1005 (2010) (urging that "a proper theory of the freedom of expression obligates the
legitimate state" to respond to hateful but protected speech by emphasizing the importance
of respect for equality and dignity); Helen Norton, Campaign Speech Law with a Twist:
When Government Is the Speaker, Not the Regulator, 61 EMORY L.J. (forthcoming 2011)
(urging government to engage in political speech on contested ballot measures that counters
that of powerful private speakers); Charlotte H. Taylor, Hate Speech and Government
Speech, 12 U. PA. J. CONST. L. 1115, 1188 (2010) (urging government - generally
prohibited by the First Amendment from banning hate speech - to engage in counter-speech
to "help forge consensus about the nature of social practices" and "shift the ground under
the hateful speaker's feet, robbing her of her confidence that she can invoke an entire system
of subordination by using a few cheap words").

215 SUNSTEIN, supra note 100, at 191.
216 Id. at 192, 200-01, 208 (calling for radio stations, television stations, and newspapers

to provide links to diverse views on their online sites).
217 BOLLINGER, supra note 107, at 172-73 (arguing that tolerating the expression of

hatred may actually enhance our intellectual capacities and embolden civic courage).
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expression of hateful views.218 Importantly, intermediaries that respond to hate
speech through forceful counter-speech or in some other way short of removal
appear to trigger few, if any, of the expressive concerns about intermediaries'
voluntary measures identified above.219

In some respects, Facebook's response to Holocaust denial groups illustrates
a missed opportunity for meaningful counter-speech. Facebook vigorously
defended its refusal to take down the sites on the grounds that such refusal
allows people to see that the sites' proponents are "stupid. '220 Facebook,
however, could have explained to its users through counter-speech why it
views those sites as "stupid." Many other instances of hate - from demeaning
characterizations of groups221 and individuals 222 to falsehoods meant to inspire
hate223 - similarly invite intermediaries' counter-speech.

To be sure, an intermediary's ability to respond to cyber hate will inevitably
depend on available resources. Indeed, cyber hate's exponential growth could
overwhelm intermediaries interested in engaging in counter-speech.
Nonetheless, the ability to automate functions like searching for key terms and
inserting prepared responses may help cut down on costs. 224

Given limited resources, intermediaries might attend carefully to hate
speech targeted at children given electronic media's profound impact on
children's behavior and views.225  Indeed, some hate sites are designed
specifically to influence youths.226  MartinLutherKing.org, a hate site, is

218 See, e.g., Blasi, supra note 107, at 408 (highlighting Bollinger's recognition "of the

safety-valve function of letting discontent surface"); Hughes, supra note 107, at 365
(suggesting that hate speech regulation creates martyrs and converts to the cause of hatred);
Lidsky, supra note 107, at 1099-1100 (concluding that punishing Holocaust denial will
paradoxically entrench that view and inspire stronger belief in conspiracy theories).

219 See supra notes 110-124 and accompanying text.
220 Michael Arrington, Facebook Remains Stubbornly Proud of Position on Holocaust

Denial, TECHCRUNCH (May 12, 2009), http://techcrunch.com/2009/05/12/facebook-
remains-stubbomly-proud-of-position-on-holocaust-denial.

221 See, e.g., Common Pro-N --- Arguments, N --- MANIA, http://niggermania.com/tom/

niggerarguments/niggerargumentstextpagetwo.htm (last visited Mar. 27, 2011) ("We hate
n[ ---- ]s" because they are a "failed ape species.").

222 See, e.g., The Beast as Saint: The Truth About "Martin Luther King, Jr.
http://www.martinlutherking.org/thebeast.html (last visited Apr. 8, 2011) (arguing that Dr.
Martin Luther King, Jr. was an academic cheat, communist, and sex addict).

223 See, e.g., JEW WATCH, supra note 199.
224 Those costs would be comparatively minor in instances where an intermediary can

automate counter-speech. Although an intermediary would need to incur the fixed cost of
designing, or purchasing, responsive software, it would incur virtually no expenditures for
the software's implementation in future cases. Cf Danielle Keats Citron, Technological
Due Process, 85 WASH. U. L. REv. 1249, 1284-85 (2008).

225 See Ybarra et al., supra note 96, at 929.
226 LORRAINE TIvEN & PARTNERS AGAINST HATE, HATE ON THE INTERNET: A RESPONSE

GUIDE FOR EDUCATORS AND FAMILIES 20, 21 (2003) ("[J]ust as fashion editors and e-book
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directed at students researching the civil rights movement. 227  Neo-Nazi
adherent Vincent Breeding (credited by Partners Against Hate as creating and
maintaining the site) writes: "If you are a teacher or student, I hope you will
take a stand for right and wrong and use this information to enlighten your
peers."228 The Klan has Youth News video games available online; some are
ethnic cleansing games. 229 Hateful games aimed at young people have seeped
into the mainstream where they are either hosted or reviewed on regular
gaming sites.230 Because children are particularly vulnerable to influence,
intermediaries might thus be quicker to challenge hate speech that targets
them. 23 1 Hate speech can teach children that prejudice is socially acceptable.
Hate speech that condones violence against group members, notably ethnic
cleansing games, 232 is especially troubling because video games that engage in
fantasies about killing group members can desensitize children to violence and
promote violent behavior.233 Counter-speech - and, indeed, sometimes the
removal of such speech altogether - is thus especially important with respect to
hate speech that targets children.

C. Educating and Empowering Community Users

Just as we see with other mediating institutions like schools, workplaces,
and churches, intermediaries can help develop an understanding that
citizenship - here, digital citizenship - should include attention to the dignity
and safety of other users. Educators, supervisors, and pastors have long played
this sort of role with regard to bullying - they endeavor to teach children and
adults alike how to treat others with respect. 234 Intermediaries can play a
similar role with regard to online hatred.

publishers have started reaching out to elementary school children and teens ... so have
hate groups." (quoting Tara McKelvey, Father and Son Target Kids in a Confederacy of
Hate, USA TODAY, Jul. 16, 2001, at 3D)).

227 Id. at 20.
228 Id.
229 SIMON WIESENTHAL CENTER, supra note 9 (displaying screenshots of video games

based in hate speech)
230 Id.
231 See Shiffrin, supra note 74, at 89 ("As an African American father once said to me

when I spoke about the contribution of racist speech to the democratic dialogue, 'Tell that to
my seven-year-old daughter."').

232 See supra notes 9-10 and accompanying text (discussing video games posted on
YouTube and neo-Nazi social network sites).

233 Social science research demonstrates the significant harm caused by exposing
children to violence. See, e.g., Amitai Etzioni, On Protecting Children from Speech, 79
CHI.-KENT L. Rcv. 3, 36-37 (2004).

234 See, e.g., Susan Engel & Marlene Sandstrom, There's Only One Way to Stop a Bully,

N.Y. TIMES, July 23, 2010, at A23.
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1. Education

Intermediaries' educational efforts can take a variety of forms. For
example, intermediaries can valuably educate their users about digital
citizenship norms by more transparently explaining their enforcement
decisions. They can offer examples of instances when they did, and did not,
remove contested content, along with their reasoning. Intermediaries with
similar priorities could join forces in drafting a set of principles and
explanatory examples. 235 Just as the preceding Part urged greater transparency
and specificity when identifying the harms to be targeted - and thus the
objectives to be achieved - by a particular hate speech policy and definition,
this Part highlights the value of greater transparency when explaining the
reasons behind certain decisions enforcing these policies.

For example, Facebook, MySpace, YouTube, AOL, and other intermediaries
currently devote significant staff and energy addressing abuse complaints. 236

Yet their actual practices - that is, what decisions they actually make and how
- remain unclear.237  As part of a commitment to transparent policy
implementation, they could explain the grounds of certain decisions, including
the definition of hate speech that they employed and specific examples of the
harms that they sought to forestall in rendering those decisions. The more
clearly and specifically that intermediaries identify and explain their approach
to hate speech, the more informed users' choices will then be about the sort of
online community with which they choose to interact. The Beliefnet policy
discussed in Part II provides a helpful illustration. 238

Intermediaries can also engage in efforts to educate the public more broadly
about hate. For instance, YouTube's Safety & Security Center features
information and links to resources developed by the Anti-Defamation League
(ADL) to help internet users respond to and report offensive material and

235 This recalls the international standards organization for the World Wide Web - the

W3C group - that identifies voluntary standards. See W3C Mission, WORLD WIDE WEB

CONSORTIUM, http://www.w3.org/Consortium/mission (last visited Apr. 8, 2011). We thank
Neil Richards, Berin Szoka, and Chris Wolf for their helpful thoughts on this notion.

236 see, e.g., Fourth Law and Information Society Symposium: Hate Versus Democracy
on the Internet, FORDHAM LAW EVENT CALENDAR (Mar. 26, 2010),
http://law2.fordham.edu/ihtml/cal-2uwcp-calendar-viewitem.ihtml?idc= 10320.

237 Indeed, clearer and more transparent policies might have averted the situation where
Facebook pulled Sarah Palin's controversial-but-not-hateful posting about proposals to build
a mosque near Ground Zero after a number of users responded to a campaign encouraging
them to click the "Report Note" hyperlink indicating the posting as hate speech. When
Palin questioned the action, Facebook put it back up, apologized for pulling the comment,
and promised to modify their process for taking down postings. See Brian Ries, My
Facebook War with Palin, THE DAILY BEAST (JULY 23, 2010, 11:10 AM),
http://www.thedailybeast.com/blogs-and-stories/2010-07-23/palins-facebook-ground-zero-
mosque-post-how-it-disappeared/full. Transparent policies might thus have additional
salutary effects: the prevention of user manipulation of intermediaries' reporting tools.

238 See supra notes 154-159 and accompanying text.

2011] 1477



BOSTON UNIVERSITY LA WREVIEW

extremist content that violates YouTube's Community Guidelines on hate
speech. 239 It includes tips from the ADL on how to confront hate speech,
including flagging offensive videos for review by the YouTube team, posting
videos or comments that oppose the offensive point of view, and talking to
friends, family, and teachers about what they have seen.240 As one more of the
many ways that intermediaries might help educate users about the impact and
treatment of cyber hatred, intermediaries might also consider funding cyber
literacy campaigns to teach students about digital citizenship.

2. Empowerment

Empowering users to respond to hate speech on their own sites and to report
Terms of Service violations can help communicate and enforce community
norms and expectations of digital citizenship. 241 As Clay Shirky observes:

Any group trying to create real value must police itself to ensure it isn't
losing sight of its higher purpose . . . . Governance in such groups is not
just a set of principles and goals, but of principles and goals that have
been internalized by the participants. Such self-governance helps us
behave according to our better natures.242

Note, however, that such efforts are most likely to be effective when
intermediaries have educated their users and enforcement personnel about the
specific harms to be addressed by their specific hate speech policy.

How can an intermediary help its users internalize norms of digital
citizenship? As Shirky explains, communities that permit "mutually visible
action among the participants, credible commitment to shared goals, and group
members' ability to punish infractions" create contexts in which users "can do
a better job both in managing the resource and in policing infractions than can
markets or government systems designed to accomplish the same goals. 243

239 Safety Center: Hateful Content, YoUTUBE, http://www.google.com/support/youtube/

bin/answer.py?hl=en&answer=126264 (last visited Apr. 8, 2011).
240 Id.

241 See, e.g., Jon M. Garon, Wiki Authorship, Social Media, and the Curatorial

Advantage, 1 HARV. J. SPORTS & ENT. L. 95, 99 (2010) ("By expanding opportunity for
interaction and fostering behavioral norms of trust among users, these communications tools
can expand the reach of social networks for mutual advantage.").

242 CLAY SHIRKY, COGNITIVE SURPLUS: CREATIVITY AND GENEROSITY IN A CONNECTED

AGE 165 (2010); see also id at 177 ("Unlike personal or communal value, public value
requires not just new opportunities for old motivations; it requires governance, which is to
say ways of discouraging or preventing people from wrecking either the process or the
product of the group.").

243 Id at 113; see also ELINOR OSTROM, GOVERNING THE COMMONS: THE EVOLUTION OF

INSTITUTIONS FOR COLLECTIVE ACTION 88-102 (1990) (identifying the factors key to
community regulation of common resources to include institutions well-equipped to gather

information about the resource, forums to discuss its management, community participation
in developing and enforcing the rules, and appropriate and graduated sanctions to discipline
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Intermediaries will likely have greater success setting norms if they contain
code designed to foster social governance, such as reputation scoring
systems.

244

The Wikipedia experience provides a powerful example of such dynamics in
action to foster effective online norms of good behavior. As Jonathan Zittrain
explains, Wikipedia's key distinguishing attributes - and one that may explain
much of its success - included its initial core of editors who shared a "common
ethos" and then shared those behavioral norms with new users "through
informal apprenticeships as they edited articles together. '245 These norms
include administrators' power to create locks to prevent misbehaving users
from editing and to ensure that articles prone to vandalism are not subject to
changes by unregistered or recently registered users. 246 Users acquire such
administrative powers "by making lots of edits and then applying for an
administratorship" - that is, by demonstrating their compliance with
community norms.247

Moreover, Wikipedia enlists volunteer editors called "Third Opinion
Wikipedians" who resolve disputes between editors.248 As David Hoffman and
Salil Mehra document, Wikipedia's guidelines urge Third Opinion
Wikipedians to "read the arguments, avoid reckless opinions, be civil and
nonjudgmental, offer neutral opinions, and monitor the page after offering an
opinion. '249 Wikipedia also permits users to report impolite, uncivil, or other

abuse).
244 Amazon, eBay, Craigslist, and other commercial sites permit users to rate other users

or to flag potential misbehavior. Kahn, supra note 25, at 198-201 (describing Wikipedia
and eBay's use of community norms to police users' behavior); Kim, supra note 18, at
1016. Daniel Kahn similarly observes that sites like Wikipedia and eBay that successfully
rely on community norms to encourage good behavior share a few key characteristics: "the
sites provide easy methods for users to view each others' reputational information";
"reputational information is reciprocal: those who wish to comment on others' behavior
must also open themselves to being rated"; "the sites do not merely expect norms to emerge
in a vacuum, but instead contain code designed to help foster social governance"; and "they
give users incentives to opt into the norm system and to take it seriously." Kahn, supra note
25, at 202-03. In response to Neil Netanel's assertion that the internet is not the sort of
environment in which norms can generally shape behavior, Netanel, supra note 27, at 432,
Kahn replies that "the Web is no longer simply too big to handle norms" because social
intermediaries enable the formation of smaller communities of manageable size. Kahn,
supra note 25, at 235.

245 JONATHAN ZITTRAIN, THE FUTURE OF THE INTERNET - AND HOW TO STOP IT 134-35

(2008). These norms include "the three-revert rule," in which "an editor should not undo
someone else's edits to an article more than three times in one day." Id. at 135.

246 Id.

247 Id. at 135-36.

248 Hoffman & Mehra, supra note 193, at 172-73.
249 Id. (explaining that Third Opinions are provided under separate headings from the

original disputes). Wikipedia has an Arbitration Committee, whose elected members
adjudicate disputes between users. Id. at 154. Hoffman and Mehra explain that while the
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difficult communications with editors in its Wikiquette alerts notice board.250

On the non-binding Wikiquette alerts page, users seek advice, informal
mediation, or referrals to a more appropriate forum. 251 The Wikiquette alerts
page also explicitly asks those who have benefited from the process to
contribute to other alerts.252 The Wikipedia model may prove helpful to
intermediaries when devising systems for responding to user's abuse reports
about cyber hate.

Intermediaries could rely on users to help them identify and respond to
hateful content. Currently, many intermediaries depend upon users to report
prohibited content, which their employees then address. YouTube's global
communications director Scott Rubin has explained that the company cannot
"prescreen" content because "[t]here are 20 hours of video uploaded to our site
every minute." 253 According to Rubin, YouTube counts on its community to
"know the guidelines and to flag videos that they believe violate guidelines. 254

YouTube also offers to its users a Safety Mode tool that blocks videos with
objectionable material and encourages users to address hate speech appearing
on their own profiles.255 It reminds users that they can remove others hateful
comments from their videos and moderate comments on their channels. 256

A few intermediaries even allow users to make initial decisions about
whether material ought to appear online. For example, Mozilla, the developer
of the web browser Firefox, allows users to personalize their browser with

Arbitration Committee generates norms, its task is to rule on specific cases and set forth
concrete rules on how users should behave. Id. The Arbitration Committee has sanctioned
users who make "homophobic, ethnic, racial or gendered attacks" or who are stalkers and
harassers. Id. at 180. The Arbitration Committee can ban individuals from participation on
all or part of the site or place them on probation. Id. at 182. Generally speaking, there is a
63% chance that the arbitrators caution the parties or impose probations, and a 16% chance
that they will ban a party from the site. Id. at 184. In cases when either impersonation or
anti-social conduct like hate speech occurs, the Administrative Committee will ban the user
in 21% of cases. Id. at 189. Wikipedia's more than 1500 administrators, in turn, enforce
those rules. Id. at 174. The Arbitration Committee publishes its final decisions. Id. at 177.

250 Id. at 173.
251 Id.
252 Id.
253 Howard, supra note 7, at 4D. Facebook similarly urges users to provide the

company's team of professional reviewers with "accurate and detailed information" so that
"you can help us locate and remove abuse on the site as quickly and efficiently as possible."
Jessica Ghastin, Responding to Abuse Reports More Effectively, THE FACEBOOK BLOG (Oct.
14, 2009, 10:43 AM), http://blog.facebook. com/blog.php?post=144628037130.

254 Howard, supra note 7, at 4D.
255 Dan Raywood, YouTube Safety Mode Introduced to Block Inappropriate Content, SC

MAG. (U.K.) (Feb. 15, 2010), http://www.scmagazineuk.com/youtube-safety-mode-
introduced-to-block-inappropriate-content-but-claims-made-that-it-will-only-have-a-minor-
impact/article/i 63784/; Safety Center: Hateful Content, supra note 239.

256 Safety Center: Hateful Content, supra note 239.
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artwork using an application called Personas. 257  Mozilla lets community
members review users' Persona requests; once approved, the user's artwork is
available for others to adopt. 258 Mozilla provides guidelines on artwork's
potentially offensive and hateful content to its community members to assist
them in their review of applications. 25 9 Mozilla, however, retains the ability to
oversee the community members' decisions, especially when users contest
those decisions.

260

Intermediaries might also empower users in other ways: those who dispute
hateful distortions might be provided a space to present their case and discuss
it.261 Google's news service, for example, has taken steps in this direction by
permitting the subjects of news articles to reply to stories that include their
name.262  Along similar lines, search engines could offer discounted
advertisement rates for counter-speakers targeted by digital hate, who could
use that advertising space to directly respond to hate speech generated by a
search engine's results. Just as Google itself placed "Offensive Search
Results" ads, 263 it could provide discounted rates for other groups to do the
same. A group like the NAACP could inexpensively purchase ads providing
links to counter-speech about Dr. Martin Luther King in searches of his name
to ensure that readers see their link alongside links to the neo-Nazi website
MartinLutherKing.org.264 Google could also award free online advertising to
targeted groups as it does for certain charitable organizations.2 65

257 How to Create Your Own Persona, MOZILLA, http://www.getpersonas.com/en-

US/democreate (last visited Apr. 8, 2011). Personas is a feature in the Firefox browser that
allows a user to select simple-to-use themes, known as Personas, to personalize their
browser and status bar. Personas for Firefox, WIKIPEDIA, http://en.wikipedia.org/wiki/
Personas forFirefox (last visited Apr. 8, 2011). Over 220,000 Personas are available for
users to choose from on the GetPersonas.com website. 1d.

258 E-mail from Julie Martin, Assoc. Gen. Counsel, Mozilla, to Danielle Citron, Professor

of Law, Univ. of Maryland School of Law (Aug. 11, 2010) (on file with author).
259 Id
260 Id.
261 See Pasquale, supra note 138, at 62.
262 ALEXANDER HALAVAIS, SEARCH ENGINE SOCIETY 136 (2009). Google News Service

provides news to users, a service that is separate from its work as a search engine. With
respect to its search engine services, Google has also considered "expos[ing] user reviews
and ratings for various merchants alongside their results" to address the problem of high
rankings for merchants with "extremely poor user experience." Singhai, supra note 204. It
ultimately rejected that course of action because it "would not demote poor quality
merchants in our results and could still lead users to their websites." Id.

263 See supra notes 205-208 and accompanying text.
264 See supra notes 227-228 and accompanying text (discussing racist website

MartinLutherKing.org aimed at children researching the civil rights leader).
265 In Kind Advertising for Non-profit Organizations, GOOGLE GRANTS, http://www.

google.com/grants/ (last visited Apr. 8, 2011) (explaining its "unique in-kind donation
program awarding free AdWords advertising to select charitable organizations" that share
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3. Architectural Choices

Intermediaries can also help encourage the development of digital
citizenship norms through architectural choices. 266 As Jaron Lanier reminds
us, the web's anonymity - often extolled as an irreplaceable virtue - was
neither an inevitable feature of net design, 267 nor necessarily a salutary one.
Indeed, the internet's great communicative strengths - e.g., its ability to
aggregate large numbers of speakers as well as disaggregate speakers' offline
identities from their online voices - also magnify its capacity to empower
certain socially destructive behaviors. 268 Anonymity is thus valuable when it
enables speakers to avoid retaliation, 269 but not when it simply enables
speakers to avoid responsibility for destructive behavior. For this reason,
Lanier urges users: "Don't post anonymously unless you really might be in
danger."

270

Private intermediaries can play an important role in shaping these norms by
discouraging anonymity in appropriate circumstances. For example,
intermediaries might permit anonymity as a default matter, revoking it when
users violate TOS agreements or Community Guidelines.27' Or they might
instead follow Facebook's lead.272 Facebook requires every user to register
under his or her real name and to provide an email address to assist Facebook
in verifying his or her identity.273  On Facebook, "there would be no
pseudonymous role-playing, as in so many online social networks. 274

Facebook's philosophy is one of "radical transparency," which its founder

its "philosophy of community service to help the world in areas such as science and
technology").

266 See Lessig, The New Chicago School, supra note 27, at 662-63 (explaining that

institutions can shape others' behavior through the development of social norms, as well as
through law, markets, and architecture).

267 JARON LANIER, You ARE NOT A GADGET 6 (2010) (as originally introduced, the web
"emphasized responsibility, because only the owner of a website was able to make sure that
their site was available to be visited").

261 Citron, Cyber Civil Rights, supra note 20, at 63-65; see also Smith, supra note 86, at
59-60 (explaining how unique features of the internet exacerbate its power to spread hate).

269 See, e.g., Amy J. Schmitz, "Drive-Thru" Arbitration in the Digital Age: Empowering

Consumers Through Binding ODR, 62 BAYLOR L. REV. 178, 202-04 (2010) (discussing how
consumers may be more likely to challenge corporate misbehavior through online vehicles
that offer some measure of anonymity and thus protection from retaliation).

270 LANIER, supra note 267, at 21.
271 Intermediaries might accomplish this strategy by requiring users to register with

intermediaries, e.g., requiring credit card information or email address. We thank Julie
Cohen for this insightful suggestion.

272 DAVID KIRKPATRICK, THE FACEBOOK EFFECT: THE INSIDER STORY OF THE COMPANY

THAT Is CONNECTING THE WORLD 13 (2010).
273 Richard A. Posner, Just Friends, NEW REPUBLIC, Aug. 12, 2010, at 27 (reviewing

KIRKPATRICK, supra note 272).
274 Id.
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Mark Zuckerberg believes will help make people more tolerant of each other's
eccentricities.

275

Facebook justifies its comparatively hands-off approach to hate speech276

partly because it does not permit truly anonymous speech.277 A Facebook
employee asked: "Would we rather Holocaust denial was discussed behind
closed doors or quietly propagated by anonymous sources? Or would we
rather it was discussed in the open on Facebook where people's real names and
their photo is associated with it for their friends, peers, and colleagues to
see?" 278  Although, as discussed above, we think Facebook and other
intermediaries in this context have missed valuable opportunities to engage in
counter-speech, we urge more intermediaries to make architectural choices that
discourage speakers from refusing to take responsibility themselves for their
own hateful expression.

Although focusing on website operators rather than on intermediaries,
Nancy Kim has similarly urged architectural designs that default to identified
rather than anonymous postings, thus challenging the assumption that all
postings should be afforded equal weight. 279  Along these lines, some
newspapers and games have moved away from anonymous comments on their
online versions. 280 Kim also offers thoughtful suggestions on how website

275 Id.

276 See supra notes 149-151, 220 and accompanying text (explaining that Facebook

deems threats of violence to groups as prohibited hate speech worthy of removal and refuses
to recognize Holocaust denial as prohibited hate speech).

277 As Richard Posner explains, Facebook requires every user to register under his real
name and to provide an email address to assist Facebook in verifying his identity. Posner,
supra note 273, at 27.

278 Chris Matyszczyk, Facebook: Holocaust Denial Repulsive and Ignorant, CNET
NEWS BLOG (May 6, 2009, 1:04 PM), http://news.cnet.com/8301-17852_3-10234760-
71.html.

279 Kim, supra note 18, at 1016-17; see also id. at 1017 ("The point is not to make
identified postings mandatory, but to make identified postings easier than slightly more
burdensome anonymous postings.").

280 See, e.g., Levy, supra note 118 (explaining that because the New York Times, but not
the Washington Post, devotes staff time to moderating comments before they appear on their
blogs, "comments at the Times tend to be much more thoughtful - and hence worth reading
- while comments on the Post's political blogs tend to be much more partisan and much
more full of rant"); Roy Greenslade, Paper Puts Up a Paywallfor Comments, GREENSLADE
BLOG (July 13, 2010, 17:23), http://www.guardian.co.uk/media/greenslade/2010/jul/13/
paywalls-us-press-publishing; Stephanie Goldberg, News Sites Reining in Nasty User
Comments, CNN (July 19, 2000), http://articles.cnn.com/2010-07-19/tech/commenting.on.
news.sites_ comments-news-sites-credit-card?_s=PM:TECH (discussing news websites
like the Huffington Post that require registration or real names as a condition of
commenting); Richard Prrez-Pefia, News Sites Rethink Anonymous Online Comments, N.Y.
TIMES, Apr. 11, 2010, http://www.nytimes.com/20l0/04/12/technology/12comments.html
(discussing news websites that are considering real names or otherwise regulating comments
to their online news content).
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sponsors might design their systems to "slow down the posting process,
encouraging posters to more carefully consider what they say before they press
'Send"' - for example, by requiring a waiting or cooling-off period before the
post is published, during which the poster may choose to edit or remove the
message.281 These are just a few examples: the possibilities for community
education, empowerment, and encouragement are substantial, especially as
emerging technologies facilitate even more interactivity online. 282

CONCLUSION

Troubled by the considerable harms posed by digital hate to civic
engagement and thus digital citizenship, we nonetheless recognize the
considerable legal and political barriers to governmental responses. For this
reason here we leverage the interest and commitment to addressing digital hate
already expressed by a number of intermediaries to explore promising
alternatives, while noting users' potential role in shaping that interest and
commitment through consumer demand.

To this end, we suggest that interested intermediaries can valuably advance
the fight against digital hate with increased transparency - e.g., by ensuring
that their voluntary efforts to define and proscribe hate speech explicitly turn
on the harms to be targeted and prevented. We also urge them to consider the
range of available responses to hateful speech that include not only removal,
but also engaging in or facilitating counter-speech, as well as educating and
empowering users with respect to digital citizenship. We remain optimistic
that a thoughtful intermediary-based approach to hate speech can significantly
contribute to norms of equality and respect within online discourse without
sacrificing expression.

281 Kim, supra note 18, at 1017.
282 KLErN, supra note 66, at 191-92 ("[T]he net generation must equip themselves with

the new awareness that many websites are not what they appear to be .... In addition to
asking questions and promoting awareness about the nature of media and information in
cyberspace, a socially responsible net generation must acquire a mature understanding about
the sinister elements that purvey that world, and where they lead.").
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