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The Algorithm as a Human Artifact: Implications for Legal [Re]Search

Susan Nevelow Mart

The results of using the search algorithms in Westlaw, Lexis Advance, Fastcase, Google Scholar, Ravel, and Casetext are compared. Six groups of humans created six different algorithms, and the results are a testament to the variability of human problem solving. That variability has implications both for researching and teaching research.
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An algorithm must be seen to be believed.¹

Research . . . is not a method, it is not an object, it is a behavior. . . . Research is the systematic indulgence of one’s curiosity.²

“Legal research” is not merely a search for information; it is primarily a struggle for understanding.³

Introduction

¶1 In the twenty-first-century world of legal resources, finding the right information and turning that information into knowledge that can be used to solve a legal problem or advise a client requires confronting technology as a partner in the research enterprise. Having a relationship with a partner always requires an investment of time and energy, and partnering with technology is no different. Researchers need to acquire some expertise about the technology at the meta-level. If you are searching online, as all legal researchers do, you need to remember that an algorithm is being used to return your results, and that, as a Westlaw engineer once wrote to me, “all of our algorithms are created by humans.”⁴ Those human creators made choices about how the algorithm would work that have implications for the search results returned to the researcher.

¶2 Those choices become the biases⁵ and assumptions that are built into systems. If the search entered into a legal database has five terms,⁶ and only four terms appear, how will the algorithm treat the search? If the algorithm is strict, it will return only results with exactly those five terms. But the algorithm can be adjusted so that results with four of the terms will appear in the results set. The algorithm is set to determine how close those words have to be to each other to be returned in the top results. The programming team decides which of the search terms entered are automatically stemmed⁷ and which are not. Only the team knows which legal phrases are recognized by the algorithm without quotation marks around the phrase and how many preexisting legal phrases are added to the search without

---

⁵ “Bias” is not used in this article in the usual pejorative sense. It is used to indicate a preference in a computer system. For a detailed analysis of bias in computer systems, see Batya Friedman & Helen Nissenbaum, Bias in Computer Systems, 14 ACM Transactions on Info. Sys. 330 (1996), discussed infra ¶ 12.
⁶ “Term” is used throughout this article in its function in the research process, as a word used to query a database or search engine to retrieve relevant information. See Joan M. Reitz, Dictionary for Library and Information Science 641, 712 (2004).
⁷ To "stem" is to take the root of a word. Id. at 683. In information retrieval, there are many methods of using algorithms to stem words in an index and then look for the variants. See Anjali Ganesh Jivani, A Comparative Study of Stemming Algorithms, 2 Int’l J. Computer Tech. & Applications 1930 (2011).
The researcher does not have access to the list of synonyms that are (or are not) added automatically to the search. The scope of any machine learning is not known to the researcher. Once these decisions have been made, searches are automatically executed; any bias is encoded into the system. For an example of how coding choices affect results, the effect when a technician working for Amazon changed the value of the metatag “adult” from “false” to “true” is illustrative; the change to “true” excluded 57,000 books with tags for “gay,” “lesbian,” “health,” “mind,” “body,” “sexual medicine,” and “reproductive” from appearing in the results. In the Amazon example, users, particularly authors, noticed. Legal researchers are not likely to be able to tell how the encoded biases and assumptions are affecting search results. Legal database providers have viewed their algorithms as trade secrets and so have been reluctant to discuss the algorithms.

¶3 This article argues that legal database providers can be much more transparent about the biases in their algorithms without compromising trade secrets. The article is, in part, a call for more algorithmic accountability. Algorithmic accountability in legal databases will help assure researchers of the reliability of their search results and will allow researchers greater flexibility in mining the rich information in legal databases. If researchers know generally what a search algorithm is privileging in its results, they will be better researchers. Law librarians will be better teachers of the kind of analysis researchers need to search in any new database. And in the likely event that researchers do not have access to all of the different databases studied in this article, knowledge about the variability of each database might mean that researchers will work search term and resource variability into their search strategies. More information about databases may also affect collection development decisions.

¶4 In the absence of transparency from the database providers themselves, there may still be things that can be learned about system biases. This article sets out the results of a study designed to reveal how hidden biases and assumptions affect the results provided by some of the major legal database providers. While it is usually

8. Lisa Shay et al., Do Robots Dream of Electric Laws? An Experiment in the Law as Algorithm 7 (2013), http://www.rumint.org/gregconti/publications/201303_Algolaw.pdf [https://perma.cc/WMG8-QBYZ]. Bias is used here in the usual sense; the coders for this project were creating algorithms that determined traffic violations for specific sets of circumstances.


10. Andrea James, Amazon Calls Mistake “Embarrassing and Ham-fisted,” Seattle Post-Intelligencer: Amazon & Online Retail Blog (Apr. 13, 2009, 2:43 PM), http://blog.seattlepi.com/amazon/2009/04/13/amazon-calls-mistake-embarrassing-and-ham-fisted/ [https://perma.cc/EDQ3-KX2M]. The error in the system—changing the code—affected not only the sales rank of some books, which pushed them to the bottom of the list where they were unlikely to be found, and also had “the effect of removing the books from Amazon’s main product search.” Id.

11. The algorithms used by LexisNexis and Westlaw are trade secrets. See, e.g., Julie E. Cohen, Configuring the Networked Self: Law, Code, and the Play of Everyday Practice 209 (2012) (“Efforts to gain access to information about the algorithms that determine the order of online search results typically have been stymied by assertions of trade secrecy . . . .”). The exact operation of a relevance-ranked natural language algorithm is proprietary and usually not disclosed. See also Danny C.C. Poo & Christopher S.G. Khoo, Online Catalog Subject Searching, in 3 Encyclopedia of Library and Information Science 2218, 2224 (Miriam Drake ed., 2d ed. 2003).

12. This article makes the following assumptions about the six database providers studied: they have access to and publish a similar corpus of published federal cases, and they are trying to accomplish a similar task: to return cases relevant to the researcher’s query with the algorithms they create.
difficult to know what documents are being searched in very large databases, using jurisdictional limits creates a unique opportunity to compare how different algorithms process the same search in the same set of documents. This study used Casetext, Fastcase, Google Scholar, Lexis Advance, Ravel, and Westlaw to look at the differences in results when six different sets of engineers set out to solve the same problem.

¶5 The results are a remarkable testament to the variability of human problem solving. There is hardly any overlap in the cases that appear in the top ten results returned by each database. An average of forty percent of the cases were unique to one database, and only about seven percent of the cases were returned in search results in all six databases. It is fair to say that each different set of engineers brought very different biases and assumptions to the creation of each search algorithm. The uniqueness of results may show something about the worldview of each database that suggests that searching in multiple databases may be the twenty-first-century version of making sure that multiple authorial viewpoints are highlighted in a library collection’s holdings. One of the most surprising results was the clustering among the databases in terms of relevant results. The oldest database providers, Westlaw and LexisNexis, were at the top in terms of relevance, with sixty-seven percent and fifty-seven percent relevant results, respectively. The newer legal database providers, Fastcase, Google Scholar, Casetext, and Ravel, were clustered together at a lower relevance rate, each returning about forty percent relevant results.

¶6 Legal research has always required redundancy in searching; one resource does not usually provide a full answer, just as one search does not provide every necessary result. This study clearly demonstrates that this need for redundancy has not faded with the rise of the algorithm. From the law professor seeking to set up a corpus of cases to study, to the trial lawyer seeking that one elusive case, to the legal research professor showing students the limitations of algorithms, researchers who want full results need to mine multiple resources with multiple searches. An exemplar legal research problem illustrating what the human construction of algorithms means for the uniqueness and relevance of results in any given database is provided. Once researchers have determined on their own that every algorithm has a unique voice, they truly understand the need for and the usefulness of redundancy in searching.

¶7 Paragraphs 8–15 of this article discuss algorithms in the context of legal research and set the stage for today’s research environment. Paragraphs 16–29 describe in general terms the types of search algorithms employed by legal database providers and discuss what each provider has revealed about its algorithms in promotional material. Paragraphs 30–56 discuss the empirical study, its protocols, the results of the empirical study, and some conclusions that can be drawn. Paragraphs 57–58 conclude by returning to the question of algorithmic accountability and the cognitive impact of algorithms on legal research strategies.

13. The full results and analysis discussed in this paragraph are presented infra ¶¶ 45–56.
A Brief Discussion of Algorithms and Classification

At the simplest level, an algorithm is “a set of step by step instructions, to be carried out quite mechanically, so as to achieve some desired result.”\(^\text{14}\) The Pythagorean theorem is an algorithm, and so is the set of instructions that Netflix uses to recommend movies. Although algorithms have always had a role in modern life,\(^\text{15}\) it is the role that algorithms play in selecting what legal information we see that is critical for legal researchers.\(^\text{16}\) As we increasingly rely on algorithms for the assessment of information, algorithms dominate in mediating our information environment.\(^\text{17}\) If researchers are not aware that the information they seek may be missing from a database, or that the results that might be helpful may not be privileged in the result set, or that the list of documents suggested may have been generated by a legal worldview that opposes the path the researcher is trying to forge, a research session may terminate with no helpful results when helpful results actually exist.\(^\text{18}\) So we have to have sets of questions like these to ask each algorithm: How is information included or excluded from a system? How does the resource use predictive algorithms to anticipate use? How is relevance evaluated? Does the “black box”\(^\text{19}\) of the algorithm's work lend a seeming objectivity to the results? How does use of the system change result patterns?\(^\text{20}\) For attorneys, learning to navigate black boxes is part of the ethical duty to do competent research: knowing something about why you received the results that you did is a critical skill. For legal research professors, teaching this skill may involve passing on some understanding of how the systems we use today evolved.

Online legal information systems did not arise as completely new structures. The initial transition to any new technology is frequently fairly literal. Think of the “horseless” carriage or the first bicycles. The first legal information that made the


\(^{15}\) As just one example from industry, Gantt charts were simple instructions for scheduling that have been in use since the mid-1890s. Starting in 1958, those instructions were computerized with algorithmic instructions, using the Naval Ordnance Research Calculator, the most powerful computer in existence at the time. Jeffrey W. Herrmann, *A History of Production Scheduling, in Handbook of Production Scheduling* 1, 11–12 (Jeffrey W. Herrmann ed., 2006).


\(^{17}\) Id. at 167–68. The study of algorithms as mediators of all public information is a rich field on its own, but one that is beyond the scope of this article, which will limit its focus to algorithms that mediate legal information systems.

\(^{18}\) See Gregory J. Downey, *Making Media Work: Time, Space, Identity, and Labor in the Analysis of Information and Communication Infrastructures, in Media Technologies*, supra note 16, at 141; see also Nicholas F. Stump, *Following New Lights: Critical Legal Research Strategies as a Spark for Law Reform in Appalachia*, 23 AM. U. J. GENDER SOC. POL’Y & L. 573, 639 (2015) (stating that for the law review articles promoted to the researcher as “Context & Analysis,” the researcher has no way of knowing the criteria used by the publisher in picking those articles, and the work that went into making those decisions has a definite influence on the course of the research).

\(^{19}\) On one level, a black box is any “technical object that operates as it should. When this occurs, the complex sociotechnical relationships that constitute it are rendered invisible, or black-boxed.” Darryl Cressman, *A Brief Overview of Actor-Network Theory: Punctualization, Heterogeneous Engineering & Translation* 1, 6 (Ctr. for Policy Research on Sci. & Tech. No. 09-01, 2009), http://summit.sfu.ca/item/13593.

\(^{20}\) Gillespie, supra note 16, at 168.
transition online was the full text of cases, made searchable with Boolean logic. The freedom to search full text without the constraints of classification systems was supposed to unmoor the law from its structure. But it turns out that trying to make sense of information without underlying ontologies or classification systems can impede automation practices. Legal database providers may even make the human additives to their search explicit. LexisNexis boasts of the human indexing in Shepard’s citations; Westlaw is proud of its human-generated Key Numbers; and Bloomberg BNA advertises that the human indexing in its BNA treatises significantly boosts search results.

The complexity of the source material may require classification to aid relevant search results. Even the current “Google-like” legal databases provide extensive prefiltering, postfiltering, and word wheel options for granular classification by source, authority, jurisdiction, and content type, and by value-added indexing by humans. Some of the changes in the levels of prefiltering and word wheel options have been in response to user demand; lawyers seem to need clas-

---

21. Robert C. Berring, Legal Information and the Search for Cognitive Authority, 88 CALIF. L. REV. 1673, 1696 (2000) (“LEXIS and WESTLAW built on the old foundations. They loaded the text of cases online, each word of each case . . . . WESTLAW and LEXIS were brave pioneers, but one cannot build new information systems out of thin air. Both followed a predictable course. Like the first iteration of many systems, WESTLAW and LEXIS tried to use new technology to accomplish the old tasks. Since everyone was deeply immersed in the existing system, they aped the functions of the old system.”).


23. Robert C. Berring, Legal Research and Legal Concepts: Where Form Molds Substance, 75 CALIF. L. REV. 15, 26–27 (1987) (“There is no underlying rational structure to the law other than what the positivists give it. Allowing people to go online in free text liberates them from any requirement to fit their thoughts into a pre-existing structure. Individual researchers are able to order legal doctrine as it suits their needs . . . . ”).

24. Francisco Iacobelli et al., Information Finding with Robust Entity Detection: The Case of an Online News Reader, in HUMAN-COMPUTER INTERACTION: THE AGENT PERSPECTIVE 375–87 (Marielba Zacarias & JoséValente de Oliveira eds., 2012). To create an automated news reader that worked to find sources for news reporting, among other inputs, the authors “manually built a higher-level classification system on top of Wikipedia’s categories.” Id. at 381. Netflix boasts that its “secret sauce” is human indexing. Netflix’s chief content officer added that in its 70/30 mix of data and judgment, “the thirty needs to be on top.” Tim Wu, Netflix’s Secret Special Algorithm Is a Human, NEW YORKER (Jan. 27, 2015), http://www.newyorker.com/business/currency/hollywoods-big-data-big-deal [https://perma.cc/A8CY-LH46].


28. A word wheel describes the autocomplete list of choices generated by a legal database provider when the researcher starts typing in the search box. For example, a researcher typing in “American law” may get a list asking: “Looking for this? American Law Reports Digest; American Law Reports; American Law of Product Liability.” Clicking on one of these options will take the researcher directly to the legal resource listed.

29. See the discussion of the value-added interfaces for six legal databases infra ¶¶ 20–28.
sification in the law. Lawyers, after all, are human, and we are all hardwired to impose structure on the world.

The transition to online searching has increased the complexity of the search task; as more information becomes available, more research is required. As is frequently the case, automation has made a task more complex for the humans involved. In exchange for instant access, the user has to master increasingly complex tasks to recover information effectively. The human reasoning, classification schemes, design decisions, and other work that went into the creation of the systems the researcher is using are mostly hidden. Going beneath the surface of research systems, even in the predigital search environment, has never been the norm. There is a long history in legal research of researching with only a surface understanding of the underlying structure. Speaking of lawyers at the time of transition to online searching, Bob Berring has noted that most were unaware of the details of the classification systems imposed by the Key Number system, and in the early days of online searching, most users were unaware of the structure underlying the system. This is almost certainly still true. But that is not to say that some basic understanding of the forces at work would not be helpful to researchers in the

30. Maggie Nelson, The Argonauts 53 (2015) (positing an “Aristotelian, perhaps evolutionary need to put everything into categories”). Recent studies on the human mind illustrate the deep-seated desire to classify and categorize, and, in response, lawyers push online systems to recreate the systems and categories. Daniel J. Levitin, The Organized Mind: Thinking Straight in the Age of Information Overload 25 (2014) (“The formation of categories in humans is guided by a cognitive principle of wanting to encode as much information as possible with the least possible effort. Categorization systems optimize the ease of conception and the importance of being able to communicate about those systems.”). Even in the evolution of online databases, where the first databases were just the stripped-out text of cases, the momentum has always been toward more structure and classification in the online systems. F. Allan Hanson, From Key Numbers to Keywords: How Automation Has Transformed the Law, 94 LAW LIBR. J. 563, 569–72, 2002 LAW LIBR. J. 36, ¶¶ 19–25; see also William G. Harrington, A Brief History of Computer-Assisted Legal Research, 77 LAW LIBR. J. 543 (1984–1985).

31. Levitin, supra note 30, at 32. Lawyers may be singular in their need for control and order. See, e.g., Margaret Hagan, Do Lawyers Want Bad Visual Design?, Open Law Lab (June 28, 2016), http://www.openlawlab.com/2016/06/28/do-lawyers-want-bad-visual-design/ [https://perma.cc/7FWQ-AFQ5] (“Lawyers want maximum overload of information in response to queries they do; They want it listed out in detail, with lots of information packed onto the page; They don’t want white space, they want text covering as much of the screen as can fit. They want lots and lots of controls, all kinds of filters and sorting mechanisms.”).

32. Berring, supra note 21, at 1683–90 (tracing the differences between the forms and content of an 1891 Supreme Court case and a 1996 Supreme Court case).


35. Berring, supra note 21, at 1694.

36. See id.; Robert Berring, Chaos, Cyberspace and Tradition: Legal Information Transmogrified, 12 Berkeley Tech. L.J. 189, 210–11 (1997). In the pre–online research world, many lawyers were aware that the West classification system missed a lot. See Daniel P. Dabney, The Curse of Thamus: An Analysis of Full-Text Legal Document Retrieval, 78 LAW LIBR. J. 5, 14 (1986) (“This short review of ideas in indexing shows that the indexing process is prone to many sorts of errors and uncertainties. Manual indexing is only as good as the ability of the indexer to anticipate questions to which the indexed document might be found relevant. It is limited by the quality of its thesaurus. It is necessarily precoordinated and is thus also limited in its depth. Finally, like any human enterprise, it is not always done as well as it might be.”).

37. Berring, supra note 21, at 1697.
brave new world of information overload and satisficing\textsuperscript{38} that we now live in. And that is what we need to teach legal researchers.

\textsection{12} Lawyers are not alone, of course. Most people do not think about the underlying structures of the technologies they use.\textsuperscript{39} But some inquiry into the forces at work in the legal research environment, at this moment when so much of the work is truly invisible, is certainly called for.\textsuperscript{40} It is time to examine technical bias in legal computer systems.\textsuperscript{41} Technical bias is built into systems. We just don’t see it because the systems we use are black boxes.\textsuperscript{42} The following attributes contribute to the biases that programmers embed in the black box:

\begin{itemize}
\item prioritization (“emphasiz[ing] . . . certain things at the expense of others,” like relevance ranking);
\item classification (putting an “entity [in a] constituent . . . class.” Data training may import human biases);
\end{itemize}

\textsuperscript{38} Satisficing is a time-honored information-seeking activity; it means to settle for what is “most readily available with little or no regard for costs and benefits,” when you want quick answers and may not have time to optimize the search. Brian C. O’Connor et al., Hunting and Gathering on the Information Savanna: Conversations on Modeling Human Search Abilities 131 (2003).

\textsuperscript{39} The classifications, design decisions, and choices made every day by information scientists in our technological environment frequently embody “moral and aesthetic choices” that impact our own decisions and thoughts. Bowker & Star, supra note 34, at 3–4. These hidden choices can have very deep effects, as the recent “great recession” has shown. The great recession was in part a failure of algorithmic oversight. See Morton Glantz & Robert Kissell, Multi-Asset Risk Modeling: Techniques for a Global Economy in an Electronic and Algorithmic Trading Era 437–39 (2014).

\textsuperscript{40} There is a large literature on bias in databases. See, e.g., Human Values and the Design of Computer Technology (Batya Friedman ed., 1997); Tarleton Gillespie & Nick Seaver, Critical Algorithm Studies: A Reading List, Soc. Media Collective Res. Blog (July 20, 2016), https://socialmediacollective.org/reading-lists/critical-algorithm-studies/#4.3 [https://perma.cc/4UQY-76C7]. For a discussion of how algorithms may unintentionally encode bias on the basis of protected classes (ethnicity, gender, race, religion), see Michael Feldman et al., Certifying and Removing Disparate Impact, in Proceedings of the 21st ACM SIGKDD International Conference on Knowledge Discovery and Data Mining 259 (2015), http://dl.acm.org/citation.cfm?doid=2783258.2783311. For the effect computational “nonreading” of texts—the pattern recognition that is the language of machine learning—may have on legal interpretation, see Mireille Hildebrandt, The Meaning and the Mining of Legal Texts, in Understanding Digital Humanities 145, 148–49 (David M. Berry ed., 2012). There has been a broad discussion of bias in applications on the web. See, e.g., Lucas D. Introna & Helen Nissenbaum, Shaping the Web: Why the Politics of Search Engines Matters, 16 INFO. SOC’Y 169 (2000).

\textsuperscript{41} Friedman & Nissenbaum, supra note 5, at 330. Technical bias is one of the three biases that computer systems can display; the other two are emergent and preexisting. Emergent biases are those that arise in the actual use of the database; these biases can relate to new societal knowledge, differing expertise, differing values, or a mismatch between the user and the system design. Id. at 335. The preexisting bias in legal databases is, at a minimum, the structure of the law itself, and the content and classification systems that have been imposed on the law by legal vendors. Id. at 333; see also Hanson, supra note 30, at 569–72. §§ 19–25. This was a gradual change, as the first computer retrieval systems included only the simple text of cases, with no structure or classification; the evolution to structure and classification was gradual. Harrington, supra note 30, at 543; see also Berring, supra note 21, at 1693, 1696. For an excellent history of the evolution of ideas about the effect of classification schemes on legal thinking, see Richard A. Danner, Legal Information and the Development of American Law: Writings on the Form and Structure of the Published Law, 99 LAW LIBR. J. 193, 2007 LAW LIBR. J. 13. The classification systems may also hide assumptions about the nature of the law that mask paths to justice. See Stump, supra note 18, at 573; see also Hildebrandt, supra note 40, at 148–49 (discussing the effect computational “nonreading” of texts—the pattern recognition that is the language of machine learning—may have on legal interpretation).

\textsuperscript{42} Cressman, supra note 19, at 6.
association ("marks relationships between entities"); and
filtering, which "includes or excludes information according to various rules or
criteria."43

¶13 An interesting example of how assumptions or biases inform results is from
a study on coding algorithms to enforce that exemplary seemingly simple rule of
law, the speed limit.44 What seems a relatively straightforward problem becomes
dense with assumptions when one thinks about how to implement the law: do you
enforce the letter of the law or the intent of the law; is every second you exceed the
speed limit a separate violation; do weather or road conditions matter; how often
should a driver be given a ticket; does context matter?45 There were three groups of
coders using actual driving data taken from a vehicle’s computer: the first group was
asked to implement the letter of the law; the second group was asked to implement
the intent of the law; the third group was asked to follow a detailed written specifi-
cation.46 The differences in the results of each coding scheme are stark: the number
of tickets issued by the algorithms varied from zero to 661, for the same driving
pattern.47 All of the groups made assumptions independent of their instructions; for
example, there were significant differences in how the first two groups coded toler-
ances for exceeding the speed limit, and all of the groups assumed, without instruc-
tion, perfect driving conditions.48 As the authors of the study note, transparency
about coding assumptions may be the only solution to success in implementing
automated legal compliance or enforcement in a fair and open manner.49

¶14 “Algorithmic accountability” is the term for disclosing prioritization, clas-
sification, association, and filtering.50 What we need is a frank discussion with
database providers about what it means to search in their databases. Trade secrets
should not prevent algorithmic accountability. Some database providers do provide
search tips that can help their users understand what happens between input and
output;51 legal database providers also publish basic search information for their

43. Nicholas Diakopoulos, Algorithmic Accountability: Journalistic Investigation of Computational
44. Shay et al., supra note 8, at 1.
45. See id. at 20 for a chart summarizing the differences in results for three groups of coders who
were given three different assignments for coding violations.
46. Id. at 4–5.
47. Id. at 20.
48. Id. at 7–8, 14–15. The variations and subtle assumptions are quite varied, and the Shay article
discusses only a few.
49. Id. at 30–31.
51. For example, this information is from a help protocol from Summon, a discovery-layer search
product, transmitted in an e-mail to the author because the information is behind the password-
protected administrative module. E-mail from Joan Policastri, Collection Servs. & Research Librarian,
Univ. of Colo. Law Sch., to author (Jan. 8, 2016, 12:05 PM MST) (on file with author). It would be
more helpful if the information were readily available to users:

**Boolean search and Summon relevancy algorithm:** Boolean queries get processed by the
same relevancy algorithm as any other query. This means relevancy enhancements that come from
the application of stemming, character normalization, etcetera will apply in Boolean queries as
well.

Applying the relevancy algorithm to Boolean queries is particularly helpful in Boolean searches
using multiple search terms. For example: **paint drying time (glass OR wood).**
The more we understand about the input into the black box, even without knowing the code for the algorithm, the more we can see how the system operates in practice. At the moment, we can really only see the output of the systems, and that is what this study investigates.

§15 The need to know about the input, the paths that mark the way to the results, only increases as the amount of work being done by the algorithms increases. A case in point is the use of IBM’s artificial intelligence program, Watson, by the medical community. Watson is IBM’s supercomputer, which uses artificial intelligence and machine learning to leverage large amounts of data. Watson is better than humans at reading through documents and is starting to be used as a “quick-witted digital assistant” in oncology clinics, but with a caveat: doctors use it in conjunction with Watson Paths, a visual tool that allows a doctor to see the underlying evidence and inference paths Watson took in making a recommendation. “It’s not sufficient to give a black-box answer,” said Eric Brown, IBM’s director of Watson technologies. As decision makers, doctors want knowledge, not technological determinism. Legal researchers need to demand the same kind of transparency.

What Legal Database Providers Say About the Search Experience

§16 Some information on the search experience is available on each legal database. In terms of the basic types of search, researchers tend to refer to Boolean searching—meaning that the researcher uses terms and connectors, such as “and”, “or”, and “not,” to construct a search—and natural language searching—meaning

This Boolean query will provide a small relevancy boost for documents containing the words

paint, drying, and time in close proximity to each other, which is a relevancy enhancement that previously did not apply to Boolean queries.

Id. Legal professionals who were expert searchers had compiled their own special tips and tricks for getting the best results, but those tips and tricks were for pre-2010 Boolean searching. New tips and tricks are necessary for keyword searching in the current set of search algorithms, but for the most part, these tips and tricks have not been revealed.

52. See infra § 16.


56. See Julie E. Cohen, Network Stories, LAW & CONTEMP. PROBS., Spring 2007, at 91, 92, (“What makes the network good can only be defined by generating richly detailed ethnographies of the experiences the network enables and the activities it supports, and articulating a normative theory to explain what is good, and worth preserving, about those experiences and activities.”).

57. George Boole was a nineteenth-century mathematician, and his work on the analogies between algebraic symbols and symbols that represent logical forms and syllogisms resulted in the application of what is known as Boolean logic to searching. George Boole, Britannica.Com, http://
that the researcher uses keywords without connectors.  

However, the reference to natural language searching is frequently a misuse of a technical term that refers to a complex attempt to pattern-match speech or text “through references to a database with the aid of grammatical structures models”; it does not technically refer to keyword searching where the terms entered into a text box are then ranked by algorithms for relevance, word count, citation count, or other nongrammatical structures. This article will refer to searches entered into a legal database’s search box without terms and connectors as keyword searches, although efforts will be made to determine and then note whether there is natural language grammatical parsing utilized for a specific legal database. Even though this study focuses on one possible first step in the research process, where the researcher formulates a query, puts keywords in the search box, and looks at the first few results, the full research process is a more iterative, intuitive, and complex process that involves multiple

---

www.britannica.com/biography/George-Boole

Extended Boolean Information Retrieval, 26 COMM. ACM 1022 (1983), http://dl.acm.org/citation.cfm?id=358466. This kind of searching is now more commonly referred to as “terms and connectors” searching. See, e.g., Search Terms and Connectors, Univ. of Oxford, https://www3.law.ox.ac.uk/lrsp/e/searchterms.php

58. Searching Bloomberg Law, Lexis Advance and Westlaw: Natural Language v. Terms & Connectors Searching, WASH U LAW, http://libguides.law.wustl.edu/LRMSearchingIntro/SearchTypes (“Natural Language Searching refers to the type of search you would do in Google: enter a few relevant terms in any order. The online service’s search algorithm takes control and delivers results it determines to be most relevant. Sometimes called Descriptive Term Searching, although technically Natural Language Searching is a different process. Terms & Connectors Searching refers to a targeted search strategy that instructs the computer to look for specific terms, often in a specific order and/or a specific proximity to one another. Also called Boolean Searching.”).


60. Natural language searching may include “vector space models, Bayesian inference net models, and language models.” Jack G. Conrad & Qiang Lu, Next Generation Legal Search—It’s Already Here, LEGAL.INFO. INST.: VOXPOPULI (Mar. 28, 2013, 9:13 AM), https://blog.law.cornell.edu/voxpop/2013/03/28/nxt-generation-legal-search-its-already-here/ [https://perma.cc/4YPV-G8KM], Tamsin Maxwell, speaking of free text searching decontextualizing information, commented: “One thing to notice about current methods in open domain IR, including vector space models, probabilistic models and language models, is that the only context they are taking into account is proximate terms (phrases). At heart, they treat all terms as independent.” K. Tamsin Maxwell, Pushing the Envelope: Innovation in Legal Search, LEGAL.INFO. INST.: VOXPOPULI (Sept. 17, 2009, 1:56 PM), https://blog.law.cornell.edu/voxpop/2009/09/17/pushing-the-envelope-innovation-in-legal-search/ [https://perma.cc/L8NQ-TR4G]. But, Maxwell continues, “inference networks used in commercial legal [information retrieval] are not applied in the open domain,” and they can incorporate “index numbers, terms, phrases, citations, topics, and any other desired information” in a “directed acyclic graph (the network),” which can “then be used to estimate the probability of a user’s information need being met” by a specific document. See also Staffan Malmgren, Towards a Theory of Jurisprudential Relevance Ranking: Using Link Analysis on EU Case Law (Sept. 4, 2011) (unpublished Master of Laws thesis, Stockholm University), http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.397.3802&rep=rep1&type=pdf (discussing the hidden complication of natural language indexing of documents in databases: attempts to augment the authentic text of legal sources with semantic metadata introduce an interpretation of the legal sources, which get hidden in the system unbeknownst to the user, even if users’ interpretations may differ from the system).

methods of starting and continuing a search. What the study in this article illustrates is that, since every algorithm and database interface is a completely human construct, and every search is a completely human construct, the researcher must view the search process as a human interaction, moderated by technology, and not as a technological interaction.

17 Keyword searching is just one of many modes of searching. Each database provider seeks to provide access to some of these other modes of searching and to enhance the search options with different tools that are presented to the researcher on the results screen. This article is not investigating these secondary prompts. It is investigating one possible first step in the research process and comparing the results, to see how database algorithms differ. No researcher should stop their inquiry after just looking at the top ten results from one keyword search.

18 Algorithms in legal databases process search terms, assess the information in their databases, and then represent a set of the “best results.” Even so simple-seeming a task as assembling the information to be searched has important implications for understanding the context of the information we see as a result of a new piece of information they encounter gives them new ideas and directions to follow and, consequently, a new conception of the query. At each stage they are not just modifying the search terms used in order to get a better match for a single query. Rather the query itself (as well as the search terms used) is continually shifting in part or in whole.) See also Aaron Kirschenfeld, Everything Is Editorial: Why Algorithms Are Hand-Made, Human, and Not Just for Search Anymore, LEGAL INFO. INST.: VOXPOPULII (Nov. 20, 2013, 9:56 AM), https://blog.law.cornell.edu/voxpop/2013/11/20/everything-is-editorial-why-algorithms-are-hand-made-human-and-not-just-for-search-anymore/ [https://perma.cc/26VD-9X5Y] (“Computer assisted legal research cannot be about merely returning ranked lists of relevant results, even as today’s algorithms get better and better at producing those lists. Search must be only one component of a holistic research experience in which the searcher consults many tools which, used together, are greater than the sum of their parts.”).

O’Connor et al., supra note 38, at 127. The techniques most utilized by the novice researcher would seem to be grazing and satisficing. Grazing is “foraging in a space where evaluation and supply are not issues,” and satisficing is a form of settling for “what is most readily available with little or no regard for costs and benefits.” Id. at 129, 131.

Id. at 106; Kirschenfeld, supra note 61 (discussing the “artisanal” quality of algorithms, as something “massaged and kneaded by caring craftsmen”).

Bates, supra note 61, at 408.

See infra ¶¶ 20–28 (discussing the information a searcher might find to enhance the search process in each of the six legal databases in this study).

Gillespie, supra note 16, at 167–68 (speaking generally of algorithms in search); see also Conrad & Lu, supra note 60 (discussing the actual separation of retrieval from ranking in Westlaw). The difficulty of getting from the input—the processing of search terms—to the output—documents that satisfy the researcher’s information need—is the age-old problem of information retrieval. Bates, supra note 61, at 407–08. This is the same philosophical problem the structuralists are dealing with. Even enhanced with machine learning and natural language processing, the match in the middle is difficult to achieve because of the “value” between the signifier and the signified articulated by the structuralists. Barton Beebe, The Semiotic Analysis of Trademark Law, 51 UCLA L. Rev. 621, 626–42 (2004). In a structuralist model of search, the document (or text) would be represented in the search process (by the algorithm creators) as a signifier. The researcher with the information need creates a query that is intended to retrieve information matching the mental idea or the signified. But there is always a problem in understanding caused by the context-specificity of words, or their “value”; for structuralists, words only have meaning in relation to “that which exists outside” them, such as synonyms or context. Id. at 641–42. The structuralists have identified a problem that exists in all human communication; our own “natural language processing” when communicating with each other is not fool-proof. When communicating with a computer, the problem is certainly no easier.
search. Tarleton Gillespie calls this dimension “patterns of inclusion.” Before an algorithm is deployed, the dataset of information to search must be assembled; this involves choices as to what is collected, how it is readied for the algorithm, and what is excluded or demoted. Legal databases use similar primary law, but how it is readied for the algorithm differs: by the elements of metadata, relational, or object-oriented database architecture, for example, or the categories of classification that are chosen. Historical notes can be included or excluded. For all secondary sources, the effect of inclusion and exclusion in a database has an obvious effect on search results. Exclusion may be based on copyright, licensing, or editorial concerns.

¶19 The following section is a brief review of the published information about each database provider’s search algorithm and the various mechanisms used to enhance the search experience beyond the return of “relevant” cases. Just as no good legal researcher stops with reviewing the results of just one search string in a case law database, so no legal database provider stops with returning cases as a dead end to research. Indeed, each provider adds enhancements to the search results page to facilitate connections, in ways that may encourage those serendipitous connections that expert researchers prize and that some expert researchers worry the online interface will prevent.

Westlaw

¶20 Westlaw describes its search functionality as a combination of methodologies, and the promotional material does not clarify whether the methodologies include true natural language searching. The Westlaw interface lists its search as a “plain language” search, while early WestlawNext promotional material calls it

69. Gillespie, supra note 16, at 170–72; Jeffery Alan Johnson, Representing “Inforgs” in Data-Driven Decisions, in Digital Sociologies 163, 163–64 (Jessie Daniels et al. eds., 2017) (“Creating data requires some process that narrows the many possible representations of a given state of the world to a single data state. This process is carried out within translation regimes: systems of technical rules and social practices that establish a one-to-one correspondence between a given state of the world and a data state.”).
70. O’Connor et al., supra note 38, at 10–11. One dominant metaphor for searching has been the classic Aristotelian nature of access systems—which fails to address the whole of human engagement. The authors suggest the use of a bricoleur model. Id. Bricoleur is being used here in the Levi-Straussian sense of thinking and doing with the materials at hand. Id. For a full list of the kinds of search behavior that researchers engage in, many of which are not fully integrated into an online environment, see id. at 127–34. It is not really clear whether serendipity plays the same role in online searching as it does in print research or browsing the stacks; print resources have generally been felt to provide the most opportunities for analogic surprise. See, e.g., Robert J. Sheran & Douglas K. Amdahl, Minnesota Judicial System: Twenty-Five Years of Radical Change, 26 Hamline L. Rev. 219, 365 (2003); Ryan Metheny, Re-Searching: While Search Engines Have Made It Easy to Find Facts, Legal Research Still Benefits from a Methodological Approach, L.A. Law, Dec. 2014, at 27.
“natural language” searching. The search algorithm removes stop words; generates variations of words; identifies legal phrases, citations, topics, and key numbers; and then uses knowledge-based engineering, machine-learning techniques, and statistical classification to improve results. What is clear from the promotional material is that Westlaw’s algorithm uses value-added content such as the human-generated Key Number System, notes of decisions and headnotes, and KeyCite’s citation networks, as well as commercial user document interaction history to return relevance-ranked results beyond the exact search terms entered. Qiang Lu and Jack Conrad reveal that WestlawNext separates the function of document retrieval from document ranking, so that retrieval results in high recall (retrieving the highest possible number of relevant results of all the relevant results in the database), and then results are ranked, which “allows potentially dozens of weighted features to be taken into account and tracked as part of the optimal ranking process.” This theoretically means that searching a small group of pre-selected documents, which used to be the preferred way to produce fewer results with higher recall, may not necessarily produce the same benefits in Westlaw anymore.

Once those results are returned, Westlaw offers many options to enhance the search experience. The researcher can filter results by jurisdiction, topic,
The relevance of the secondary sources recommended is related to the relevance of the results generated by the search. See infra ¶ 54. In this one instance, the secondary sources were not helpful. 80 LexisNexis, Differences That Deliver: The Power of Lexis Advance Search, http://www.lexisnexis.com/documents/pdf/20160803090042_large.pdf [https://web.archive.org/save/_embed/http://www.lexisnexis.com/documents/pdf/20160803090042_large.pdf]. This information was provided by LexisNexis after the author discussed the concept of algorithmic accountability with a Lexis representative, so asking for help is a useful thing to do. Interview with David Dilenschneider, Senior Dir. of Client Relations for LexisNexis (Mar. 4, 2015) (notes on file with author). In Dilenschneider’s view, this is what differentiates Lexis Advance from Westlaw. As part of this philosophy, the algorithms have been adjusted so that the search returns the same number of results whether the researcher pre-filters the search results by limiting the search to a particular jurisdiction, or performs it post-search.

Here were the search instructions for limiting a search to a specific court database in Lexis Advance:

- Enter your search (e.g., agency follows clear congressional intent).
- Click the filters arrow next to the search box.
- The top limiter is jurisdiction. Check federal district courts.
- Run the search (e.g., agency follows clear congressional intent).
- Scroll down on the left to Jurisdiction and click on your circuit. Note that you have to know which circuit you are in (e.g., the Sixth).
- Now you can see, under Court, the Eastern District Michigan. Click on that.
- ALSO use the filters on the left to limit your searches to reported cases.

Note that in Lexis Advance, prefiltering and postfiltering should give you the same number of cases (e.g., 338 cases). I have not figured out another way to limit the search to a specific district court.


82. Id.
is.\textsuperscript{83} Lexis Advance also states that changing word order or stop words will generally not alter the search results.\textsuperscript{84}

\textsuperscript{\textsuperscript{\textsection 23}} When searching in a case database, Lexis Advance offers further filtering by court, date, publication status, practice area, attorney, law firm, most cited, keyword, and judge. Lexis does not offer any secondary sources when searching in a case database until the researcher clicks on a case; then the researcher can view a “Legal Issue Trail” that highlights important passages of the case being viewed, or the researcher can Shepardize the case and view secondary sources.\textsuperscript{85}

\textbf{Fastcase}

\textsuperscript{\textsuperscript{\textsection 24}} Fastcase supports using a natural language algorithm.\textsuperscript{86} According to Fastcase’s promotional materials, “natural language searches are much less precise” than Boolean searches, “but they are a good place to start if you are new to legal research, or if you are delving into a new area of the law.”\textsuperscript{87} Ed Walters, CEO of Fastcase, says that natural language is good if you are totally at sea, but only then.\textsuperscript{88} The natural language algorithm returns cases with “the highest relevance scores based on [the researcher’s] overall mix of search terms.” The results may include cases that do not have all of the search terms.\textsuperscript{89} In Fastcase, the researcher chooses to use natural language searching, and the same number of results are returned whether he or she filters before or after the search.\textsuperscript{90}

\textsuperscript{83} See LexisNexis, Lexis Advance Faculty FAQs, http://www.lexisnexis.com/documents/pdf/20111216091630_large.pdf [https://web.archive.org/web/20160620151641/http://www.lexisnexis.com/documents/pdf/20111216091630_large.pdf]: Lexis Advance uses a variety of proprietary methods in producing relevant results for our users; “relevance” as we have defined it means that the document a user would expect to find in their results appears as one of the first five documents in a user’s results set. To ensure this result, Lexis Advance includes, but does not limit, the following:

a. Automatic phrase recognition
b. Case name recognition . . .
c. Proximity search between the terms
d. Activity score boosting in the ranking algorithm (i.e. “landmarkness” of the case).

\textsuperscript{84} LexisNexis, supra note 80.

\textsuperscript{85} For this one instance, there were no relevant further materials to be found either following the relevant Legal Research Trail or reviewing secondary sources in the Shepard’s report.

\textsuperscript{86} Frequently Asked Questions: What Are Boolean Searches, Natural Language Searches and Citation Searches?, FASTCASE, http://www.fastcase.com/faq/ [https://perma.cc/K77N-HB9W]; E-mail from Ed Walters, Chief Exec. Officer, Fastcase, to author (May 4, 2015, 15:01 MST) (on file with author).

\textsuperscript{87} Documentation and Resources, FASTCASE, https://www.fastcase.com/support/ [https://perma.cc/KQ5X-UEZR].

\textsuperscript{88} E-mail from Ed Walters, supra note 86.

\textsuperscript{89} Fastcase finds that “[l]awyers, law professors, and law students will always get better results searching with Keyword (aka Boolean) searches.” Id.

\textsuperscript{90} Here are the instructions given to research assistants to limit results to a specific jurisdiction:

- On the Start page, click Advanced Case Law search on the left, or the link at the top of the page.
- Enter your search (e.g., agency follows clear congressional intent).
- Leave the Keyword Search button on.
- Click on the Individual Jurisdictions radio button on the left, under Select Jurisdictions select US District Courts, and click on your specific court (e.g., Michigan Eastern District). Make sure that the start date (under Search Options) is January and Before 1925.
- Make sure the results are sorted by relevance.
%25 Once case search results appear, Fastcase supplements the results with Forecite, an algorithm that suggests relevant cases that do not include the words in the researcher’s search, and results from HeinOnline’s law reviews and journals database. Again, the relevance of the law review articles is related to the relevance of the search results.\footnote{In this one instance, the secondary sources were helpful.} Fastcase recently released “Customize Relevance Algorithm,” which allows the researcher to see which factors Fastcase is using in its ranking algorithm and allows researchers to adjust the weights to suit particular research strategies, which, of course, may change with the context of the problem being solved.\footnote{This is available on Fastcase 7, once a researcher clicks on “Advanced Search.”}

\section*{Ravel}

%26 Ravel Law’s Quick Start Guide describes how its search algorithm works when key words are entered:

\begin{itemize}
  \item Ravel finds all cases that contain those keywords and then ranks them based on a combination of how those keywords appear in the case, and how important that case is more broadly. Ravel ranks the importance of each case by looking at the citation network—assessing how many and which other cases cite to a given case.\footnote{Ravel, Ravel Law Quick Start Guide 16, https://d2xkkp20fm9wy8.cloudfront.net/downloads/Ravel_QuickStart_Guide.pdf [https://web.archive.org/save/_embed/https://d2xkkp20fm9wy8.cloudfront.net/downloads/Ravel_QuickStart_Guide.pdf].}
  \item Ravel therefore appears to be using term inclusion, term proximity, term frequency, and citation analysis to determine results, and then, on the main results page, providing a unique visualization tool to help lawyers find more relevant cases. Ravel’s visualization shows the top seventy-five results based on the keywords entered.\footnote{Id. at 5. Ravel returns a list of cases on the right, ranked by relevance, and a visual map of the seventy-five most relevant cases shows on the left, which can be filtered by court and relevance.} The visualization map shows circles for cases; the larger the circle, the more important the case is in terms of the number of times it has been cited.\footnote{Id.; see also Ravel Law, Overview of Ravel’s Data Visualization, Vimeo (May 11, 2015), https://vimeo.com/127559698 [https://perma.cc/GK5M-NXAH].}
  \item Of course, the relevance of the cases shown in the visualization is related to the relevance of the cases returned in the results set as a whole.\footnote{Daniel Lewis, the CEO of Ravel, explains, “What we try to communicate about visualization is that it’s tailored to the way that lawyers do research, which is about fitting together 20–30+ cases, which is a very different kind of research than doing a Google search.” E-mail from Daniel Lewis, Chief Exec. Officer, Ravel Law, to author (Mar. 31, 2016, 15:18 MST) (on file with author). For this one query, the visualization map was not that helpful without further refinement.}
\end{itemize}
about how each page has been cited.\(^97\) (Note: In June 2017, LexisNexis announced that it had acquired Ravel Law.\(^98\))

## Casetext

\(^{27}\)Casetext’s relevance algorithm is a function of key word frequency, citation count, date, and jurisdiction.\(^99\) The user interface lists the results by relevance, although the researcher can re-sort by date or citation count. There are tabs that lead the researcher to other texts, regardless of jurisdiction, and to organizations, communities, and posts.\(^100\) Once the researcher opens a relevant case, Casetext provides “Summaries from Subsequent Cases” and “Key Passages from this Case.” The summaries are parentheticals, showing how the case has been paraphrased by later judicial opinions. Key passages are extracted important language from the case, together with the number of times the extract has been cited by later courts.\(^101\) Casetext does not provide a filter for jurisdiction.\(^102\)

---

97. Ravel, supra note 93, at 7. Ravel Law Case analytics show how pages within a case have been cited: the left column within a case shows how each page in an opinion has been cited by later cases, and the citations are grouped when they discuss a similar principle of law. The more citations a page has, the more stars appear next to the page number. Ravel results are the same whether you filter before or after running the search. Here are the instructions given to research assistants to limit results:

- At the home page, enter your search (e.g., agency follows clear congressional intent).
- In Jurisdictions, start typing your court (e.g., Eastern District of Michigan).
- Do not collect unreported cases or Supreme Court cases.

Note that the results are the same whether you prefilter or postfilter. If you limit jurisdiction first, you get 216 cases. If you search before filtering, the search returns 26,483 cases, but after postfiltering for jurisdiction, the results are the same: 216 cases.


99. E-mail from Pablo Arredondo, Vice President, Legal Research, Casetext, to author (June 12, 2016, 17:33 MST) (on file with author).

100. In this one query, the top post results were not relevant. The posts are crowd-sourced by lawyers, students, and librarians, and as such, are a form of heteromatation, where the labor of a group is free and is used to enhance an automated experience. See Hamid Ekbia & Bonnie Nardi, *Heteromatation and Its (Dis)contents: The Invisible Division of Labor Between Humans and Machines*, FIRST MONDAY, June 2, 2014, http://firstmonday.org/ojs/index.php/fm/article/view/5331 [https://perma.cc/DT45-GLS6] (discussing an experiment using a free online community to solve folded protein puzzles, called FoldIt).

101. Hannah Doherty, *Master Case Law in Just 5 Steps with Casetext Pro*, CASETTEXT (Mar. 23, 2016), https://casetext.com/orgs/casetext/posts/mastering-case-law-in-just-5-steps [https://perma.cc/Q6KY-VLLW]. Step 1 is understanding the law, which is supported by the summaries; step 2 is finding the important key passages, which is supported by the passages and a heatmap that shows how frequently other court opinions and articles cite to each case in the opinion. For a detailed discussion of the utility of parentheticals to understand the evolution of a case over time, see Pablo D. Arredondo, *Harvesting and Utilizing Explanatory Parentheticals*, 1 LEGAL INFO. REV. 31 (2015–2016).

102. Here are the search instructions given to research assistants to limit results by jurisdiction in Casetext:

- At the home page, enter your search (e.g., agency follows clear congressional intent).
- Under Jurisdictional Filters, open the plus sign, select US District Courts, and then select your court (e.g., Eastern District of Michigan).
- There is only postfiltering in Casetext. Filter out unreported cases.
- Filter out any Supreme Court cases.
Google Scholar

¶28 Google Scholar’s case law database is meant to provide the general public with access to the law. According to its “About” page, “Google Scholar aims to rank documents the way researchers do, weighing the full text of each document, where it was published, who it was written by, as well as how often and how recently it has been cited in other scholarly literature.” A study was done of Google Scholar’s ranking algorithm, and the authors believe that Google Scholar gives the most weight to citation counts. The occurrence of a search term in the title is also important, but search term frequency in the full text does not seem to impact the ranking. Google Scholar does not search for synonyms. When limiting a search by jurisdiction, the results are the same whether filtering before or after searching. When entering a query into the search box for Google Scholar, the page with the results of the search is just a list of cases. A researcher has to look at an individual case to get any links to other resources, such as the “how cited” function, which will take the researcher to other cases and related documents.

Cost

¶29 The cost of these six databases varies widely. Without discussing actual cost, it is safe to say Westlaw and Lexis Advance are the most expensive options; Fastcase is a low-priced option; the cost of Ravel’s publicly accessible resources is currently unknown; Casetext is free, although new additions to the database, like CARA, require payment; and Google Scholar is free.

106. Id.
107. Id.
108. Here were the search instructions given to the research assistants to limit results to a specific jurisdiction:
   • On the home page, enter your search (e.g. agency follows clear congressional intent).
   • Click on the case law radio button and then click on the “Select courts” link.
   • Under the Sixth Circuit, click the ED Michigan box and then scroll up or down and click the DONE button (652 results).
   The number of results is the same if you limit by court first, click DONE, and then go back and enter your search terms. Note that Google Scholar does not include unreported cases.
109. For the results of the one query, there were no secondary sources in the first few pages of results that listed in “related documents.”
110. Lexis acquired Ravel on June 8, 2017. Robert Ambrogi, Harvard’s Statement On Ravel Law’s Acquisition by LexisNexis Confirms Continued Public Access to Cases, LAW SITES (June 9, 2017), https://www.lawsitesblog.com/2017/06/harvards-statement-ravel-laws-acquisition-lexisnexis-confirms-continued-public-access-cases.html [https://perma.cc/W86U-ZD8V]. Ravel and Harvard state that they are committed to keeping the case law free. Id. It is no longer clear whether free access will include visualizations and annotations, as was the case before acquisition.
111. Casetext’s case search and annotations are free, and some other enhancements are currently free. CARA, Casetext’s brief analyzer, is a subscription product. CARA RESEARCH SUITE, CASETEXT, http://casetext.com/pricing [https://perma.cc/6DXM-U3KL].
The Empirical Study

Methodology

¶30 One of the unique things about legal databases is that you can set up a sandbox of nearly identical sets of information. By limiting searches to the subset of reported cases within a specific jurisdiction and using the same search terms in each database, it is possible to compare search results in a nearly identical group of documents.112 If, for example, a search is executed in a database of all reported cases from the Northern District of California, there should be, in theory, an identical set of documents regardless of which legal database is searched. In actuality, a very small margin of potential difference occurs because each database may have a slightly different start date for coverage.113

¶31 The current study arose out of a single search prepared for a presentation on algorithms in 2013.114 The same search entered into different databases produced starkly varied results. For the presentation, the author looked at a single keyword search—the right to receive information115—across four databases. The results are shown in table 1.

¶32 Cases marked in light grey are unique and relevant,116 while cases that are not colored are unique and not relevant. Of the forty cases shown, seventy percent

112. The coverage in each of the databases studied is as follows:
   • Casetext has published federal circuit and district court cases from 1925 to present. *Search Queries, Casetext*, https://casetext.com/search-queries [https://perma.cc/KD8T-96SQ].
   • Fastcase has published circuit court cases from 1924 and published district court cases from 1932. *Scope of Coverage, Fastcase*, http://www.fastcase.com/coverage/ [https://perma.cc/RP4Q-WSXU].
   • Westlaw has published circuit courts cases from 1891 to current. *U.S. Courts of Appeals Cases*, *Westlaw*, https://1.next.westlaw.com/Browse/Home/Cases/USCourtsofAppealsCases (click on “i” button) (last visited July 4, 2017). Westlaw’s coverage for district court cases is 1779 to current, as jurisdictions have been added. *Federal District Court Cases*, *Westlaw*, https://1.next.westlaw.com/Browse/Home/Cases/FederalDistrictCourtCases (click on “i” button) (last visited July 4, 2017).

113. Id. All database providers have coverage for all federal cases since 1933; since only two cases in the three thousand cases reviewed in the project were earlier than 1933, minor differences in the earliest years of coverage may be deemed a matter of little importance.


115. The right to receive information is a small but well-defined concept in constitutional law. See Susan Nevelow Mart, *The Right to Receive Information*, 95 LAW LIBR. J. 175, 2003 LAW LIBR. J. 11.

116. “Relevance” is a highly disputed term. Relevant for the purpose of the searches discussed in this article means that, measured against a statement of relevance given for each search, the
(twenty-eight cases) are unique, while forty-two percent are both relevant and unique. Cases colored dark grey appear in more than one database; seven of the cases are in two results sets. One case is in three databases. No case is in all four databases.\textsuperscript{117} Three takeaways result from this effort:

1. All four databases included irrelevant results in the top ten results.
2. Seventy percent (28 of 40) of the cases were unique to one database.
3. Of those unique cases, slightly more than half (16 of 28) were both relevant and unique.

\textsuperscript{¶33} At least for one search, every algorithm was offering unique and relevant cases not returned in the top ten results by the other databases. So every algorithm had something interesting to add to the legal construct created by the searches being entered into the database. Knowing that algorithms do not remain the same and that later-decided cases will be added to the database, the identical search was run in the same four databases in 2016. The results are shown in table 2.

<table>
<thead>
<tr>
<th>Lexis Advance</th>
<th>Fastcase</th>
<th>WestlawNext</th>
<th>Google Scholar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Santa Monica Pictures v. Comm’r</td>
<td>Texas Medical Providers v. Lakey</td>
<td>Sund v. City of Wichita Falls</td>
<td>Procurier v. Martinez</td>
</tr>
</tbody>
</table>

\textsuperscript{117} In 2013, eighty percent of the LexisNexis results were relevant by my standards. But only ten percent of the Fastcase results were relevant. The natural language search information in Fastcase says if you type in words, “You will get cases that best match the words and phrases in the query,” but many of the cases in the results did not have the phrase “right to receive information.” The algorithm was not privileging proximity in a way that would return cases first that had those four words right next to each other.
Lexis Advance | Fastcase | WestlawNext | Google Scholar
---|---|---|---

LexisNexis now has just one irrelevant result, but only three of the cases from 2013 show up here. Seven cases are new, even though all of the new cases existed in the database when the first search was performed. Fastcase now has two relevant results, but all ten results are new, and only two of those new results were not available in the database when the first search was done. Westlaw now has two irrelevant cases, and three cases are new. All of Google Scholar’s cases are the same, but the order in which they were returned changed. The Google Scholar algorithm seems to have been worked on the least. This chart illustrates very clearly that search results change over time by more than the mere addition of new cases to the database. The percentages of unique cases—sixty-seven percent (27 of 40)—remained about the same over time, while the percentage of cases that were both relevant and unique went up slightly—sixty-six percent (18 of 27). But the results from just one search, while provocative, are not statistically significant.

The study was expanded to fifty different searches. Many of the searches were taken from the author’s previous study of digests and citators, and new searches were generated by the author’s random reviews of current law review articles for legal concepts that might make a good search. Each search had to turn up at least ten cases.

---

118. None of the new cases are more recent than 2013, when the first search was performed.
119. Of those ten new results, two are dated 2014, after the first search was performed.
120. One of the three new cases was decided in 2015, after the first search was performed.
results in each of the six legal databases, so that the research assistants could compare the top ten results from each database. Not every search worked in every database, and not every jurisdiction returned sufficient results in some of the databases.\footnote{122} It is possible that focusing on cases with a robust search history, as was done for this study, introduces some bias of its own, but this was unavoidable.\footnote{123}

\S 36 The searches were all simple keyword searches, and each was crafted to include multiple words and at least one legal phrase or legal concept and to work in each legal database.\footnote{124} Because not all databases seem to recognize legal phrases with the same consistency, this may have introduced some bias in favor of algorithms that recognize more legal phrases without quotes. But researchers intuitively expect that cases that have the words next to each other will, because of proximity, be returned in the top results. Algorithms that do not privilege proximity to the extent that a case with the four words from the search right next to each other are returned before results with those same four words scattered through the text are not meeting researchers’ expectations.\footnote{125} The searches were designed to be medium-good\footnote{126} starting searches. For an actual research problem, of course, if the results from the first search were disappointing, the researcher would refine the search, adding or changing words and word order, or trying different resources. One hopes no researcher would stop with one search or one resource.

\S 37 Here are three of the searches used in the study:

- special relationship constitutional duty protect public from crime (N.D. Cal.)
- job performance racial classification constitutional (D.D.C.)
- administrative search 4th amendment warrant requirement (S.D.N.Y.)\footnote{127}

\begin{itemize}
\item Research assistants were asked to run the searches and find the number of results in each database prior to entering any data into the spreadsheet or reading cases to determine relevancy. To make the comparison of results consistent, each search had to return at least ten results in the chosen jurisdiction. If the original query did not return at least ten results in each of the six legal databases, first the search was tried in other, larger jurisdictions. If that did not work, a new variation of the query was crafted. If the query did not work in any jurisdiction, the query was discarded and a new query crafted. Of the fifty queries originally created, the jurisdictional case database was changed fifteen times, three search queries were revised, and two queries were discarded.

122. Research assistants were asked to run the searches and find the number of results in each database prior to entering any data into the spreadsheet or reading cases to determine relevancy. To make the comparison of results consistent, each search had to return at least ten results in the chosen jurisdiction. If the original query did not return at least ten results in each of the six legal databases, first the search was tried in other, larger jurisdictions. If that did not work, a new variation of the query was crafted. If the query did not work in any jurisdiction, the query was discarded and a new query crafted. Of the fifty queries originally created, the jurisdictional case database was changed fifteen times, three search queries were revised, and two queries were discarded.

123. The statistical analysis performed on the fifty queries in six different legal databases for the top ten queries (3000 cases) is descriptive statistics. See Analysis: Descriptive Statistics, Res. Methods Knowledge Base, http://www.socialresearchmethods.net/kb/statdesc.php [https://perma.cc/W7J8-6U22]. Regarding the selection of cases, see also Mark A. Hall & Ronald F. Wright, Systematic Content Analysis of Judicial Opinions, 96 Calif. L. Rev. 63, 105 (2008) (“The goal in selecting cases is not a perfect match between sample frame and research conclusions, but only a reasonable connection between the two. Inevitable imperfections in case selection methods often will not seriously threaten the entire validity of the study’s findings. It usually suffices to acknowledge limitations fairly briefly.”). The data sets for this study are available at http://scholar.law.colorado.edu/research-data/6/ (data files).

124. For example, just adding quotes around a legal phrase will improve most searches. However, at the time the study was designed, one could not add quotes in Westlaw without adding \texttt{adv}, and that changes the search to a Boolean search. Since the searches had to be identical in each database, a search without quotation marks worked in all databases.

125. This expectation is based on years of discussions the author has had with legal research students about searching. This expectation may not be correct, but then researchers need to know that. This is another instance where algorithmic accountability would be useful. It is also possible that databases that return cases where the words are scattered are not using citation analysis as one of their forms of relevancy ranking.

126. Medium-good means a little thought has gone into creating a search, but not a lot.

127. See Appendix B, supra note 78, for the text of all fifty searches.
Where the search was “special relationship constitutional duty protect public from crime,” the student coder was told: You are looking for cases where, despite the fact that state officials normally have no constitutional duty to protect the public at large from crime, the duty is (or is not) imposed by virtue of a special relationship between state officials and a particular member of the public (you are looking for the factual contours of a special relationship).

¶38 For the search “job performance racial classification constitutional,” the research assistant was told: You are looking for cases that discuss situations where job performance is or is not related to race (parameters of acceptable racial classifications for work). And for the search “administrative search 4th amendment warrant requirement,” the coder was told: You are looking for cases about administrative searches and whether or not the search requires a 4th amendment warrant.

¶39 These instructions set the stage for relevance determinations. If a case could be helpful to the legal construct in the statement of relevance in any way, it would be coded as very likely or likely relevant enough to go into the pile for later, more thorough review. Cases that seemed not be to be relevant were either very likely or likely to go into the discard files; these were the cases that would not need later review. This expansive view of relevance was meant to ensure that cases that might work by analogy would be included as relevant. While this is certainly a subjective view of relevance, it is the way lawyers actually do a quick review of cases, mentally sorting results into helpful or not helpful to the legal problem. Stuart Sutton sees this as the creation of mental models of an area of law and as a basic determination lawyers make; in his view, “[a] relevant case is one that plays some cognitive role in the structuring of a legal argument.”128 Even though the study has tried to define relevance in the most expansive way, human coding of relevance has its own biases. Additionally, percentage of relevant documents may not be the best measure of relevance. For example, if the top ten results from one database have only two relevant cases, but those two are the most relevant in that area of the law, that might be a better result for the research than a search that returns eight relevant documents but misses those top two most relevant cases. To determine relevance at that level of granularity requires subject expertise in each specific legal domain related to each search, which was not possible for this study.

¶40 The decision to limit the review to the top ten results was based on several factors. One factor was the sheer amount of time it takes to review cases. Fifty queries in six legal databases and ten results per database is three thousand cases to review. The ten-result limit also fits in with actual user studies of the primacy of the top ten results in searchers’ behavior: the default page view on Google, for example, is ten results, and studies have found that researchers who are used to online searching will usually stop reading after the top ten results and try

129. Jessica Lee, No. 1 Position in Google Gets 33% of Search Traffic [Study], Search Engine Watch (June 20, 2013), https://searchenginewatch.com/sew/study/2276184/no-1-position-in-google-gets-33-of-search-traffic-study [https://perma.cc/A6TC-L7SF] (showing that page 1 results (top ten) received ninety-two percent of all traffic); Daniel E. Rose & Danny Levinson, Understanding User Goals in Web Search, in PROCEEDINGS OF THE 13TH INTERNATIONAL CONFERENCE ON WORLD WIDE WEB 13 (2004), http://dl.acm.org/citation.cfm?id=988675 (documenting a decrease in willingness to look at more than one page of search results). In academic research, researchers are noticing
another search or another legal resource. One would expect in any event that the goal for each legal database provider would be to present the most potentially relevant results in the top ten, and Lexis Advance explicitly defines “relevance” as a “document a user would expect to find in their results appears as one of the first five documents in a user’s results set.”

Hypotheses

§41 There were three hypotheses for the study. The study was framed in the usual way, by stating a null hypothesis and then testing to see whether it was proved or disproved. One null hypothesis was that, because the search algorithm for each legal database was trying to achieve the same result in the same pool of information by finding relevant cases, each algorithm would find the same cases. Another null hypothesis was that, because the algorithms all rank relevance, and the goal is to return relevant cases, the top ten cases would all be relevant. The last null hypothesis was that the research assistants coding the results for the statistical study would not agree on relevance. To test the last hypothesis first, in addition to the ten queries each research assistant reviewed across all six legal databases, each of the five research assistants reviewed five of the same queries, chosen with a random number generator. Using standard tests, the research assistants had moderate concordance. More than moderate concordance can probably not be expected of legal reviewers, as ranking relevance is a highly subjective task even when constrained by the parameters set out for the research assistants in this study.


130. In fact, a recent study showed that researchers using online databases to solve an ill-structured legal research problem used multiple searches; one researcher entered ten search strings in seven minutes in an attempt to get to a case on a legal principal she thought of. Stefan H. Krieger & Katrina Fischer Kuh, Accessing Law: An Empirical Study Exploring the Influence of Legal Research Medium, 16 VAND. J. ENT. & TECH. L. 757, 775, 778 (2014).


132. LexisNexis, supra note 83.

133. Regarding the null hypothesis, see Charles Wheelan, NAKED STATISTICS: STRIPPING THE DREAD FROM THE DATA 148–50 (2013). To put the issue of null hypotheses in a simple legal context, in a criminal trial, the null hypothesis is that the defendant is presumed innocent; to reject the null hypothesis, the jury must find that the defendant is guilty “beyond a reasonable doubt.”

134. The tests used were Krippendorf’s alpha and an intraclass correlation. There was moderate concordance for all five raters based on Krippendorf’s alpha (.50) and an intraclass correlation of .55.

135. See also Jeffrey T. Luftig, Statistical Analysis of the Data, Susan Nevelow Mart Study of Search Functions in Lexis and Westlaw, https://dspace.library.colostate.edu/handle/10974/12902?show=full [https://web.archive.org/save/_embed/https://dspace.library.colostate.edu/bitstream/handle/10974/12902/StatisticalAnalysisDataUploadVersion.pdf?sequence=6&isAllowed=y], for a positive concordance finding for the research assistants making legal document relevance determinations, where the concordance results were similar to the findings in this study.
¶42 The importance and immutability of the relevance rankings in this study must not be overstated. The relevance determinations were subjective, were constrained by the state of each algorithm at the exact time the research was performed, and were further limited by the precise legal problem posed by the statement of relevance for each query. Different researchers, using the same search terms, could be trying to solve a slightly different legal problem and could reach much different determinations of relevance. What can be concluded from the data the study used is that at the time the queries were run, with the human, algorithmic, and legal constraints that then existed, the relevance rankings of the raters give an accurate although subjective snapshot of relevance for the six databases.

¶43 In addition to a relevance ranking for each case, the research assistants also noted the name of the cases returned, the jurisdiction that was being searched, the date of the case, the number of results returned by the search for each database, and the number of databases that case citation was found in (ranging from unique and only in one database to found in all six databases). The determinations that were made from this raw data are discussed in the next section.

¶44 While each search within a jurisdiction had to return at least ten results to qualify for the study, the range of cases returned by query in each of the databases was large. As an example, the range of the number of cases returned in the results for Query 1, using the same search terms in the same jurisdictional case database, was 123, 909, 1730, 1197, 677, and 25.136

Results

Uniqueness of Cases

¶45 In the study of one query, when the search was performed, there was very little overlap137 in cases in the results for the four databases tested.138 The first null hypothesis was that when there was a large number of searches, that result would not hold true. Because the search algorithm for each legal database was trying to achieve the same result in the same pool of information by finding relevant cases, the algorithms would find the same cases. As chart 1 illustrates, the null hypothesis was disproved by the study, and each algorithm returns an average of forty percent unique cases in its search results.

¶46 The percentage of cases in each category is very consistent across all of the searches. An average of 25 percent of the cases are in only two databases. An average of 15 percent of the cases appeared in three databases, while an average of 9.5 percent of the cases appeared in four databases. Slightly less than 7 percent of the cases appear in five databases and in six databases. So each group of human engineers is solving the search problem in very different ways and illustrating that each algorithm has something interesting to say about what a searcher is looking for, but not the same interesting things. A fair percentage of cases from each database provider will give a researcher a unique set of cases to look at.

136. See chart 1 for a full representation of the data on the number of cases returned. Query 1 can be found in Appendix B, supra note 78.
137. Overlap in this comparison is the occurrence of a specific case in two or more databases.
138. See supra ¶ 33.
The next null hypothesis was that because the algorithms all rank relevance, and the goal of each algorithm is to return relevant cases, the top ten cases would all be relevant. That hypothesis was disproved. Chart 2 illustrates how many of the results found in the top ten results for each database were relevant by the standards set out in my hypotheses.\(^{139}\) Recall that the standard for relevance was subjective but expansive. There were more relevant results for the venerable legal database providers LexisNexis and Westlaw, at fifty-seven percent relevance for Lexis Advance and sixty-seven percent for Westlaw; the newcomers Casetext, Fastcase, Google Scholar, and Ravel were clustered together near forty percent relevance.

---

139. See supra ¶¶ 41–44.
¶48 If you take a look at only the top five results, the number of cases Lexis Advance posits should all be relevant, though the percentages of cases that are relevant increased slightly for every database, but no one achieved one hundred percent relevance for those cases (see table 3).

---

140. LexisNexis, supra note 83.
Relevant and Unique

Chart 3 illustrates, each database has an average of forty percent unique cases in the top ten results, and the remaining cases have little overlap. That means that each database is providing a significant number of unique results. One question a researcher might want to know is, of those unique results that each database is providing, how many are relevant?

Chart 3 shows that Westlaw returns the most relevant results in the unique category. Although there is a diminishing payoff for the remainder of the databases, each unique relevant case is one more opportunity to find a “relevant case . . . that plays some cognitive role in the structuring of a legal argument.”

The idea that every database has an individual worldview of cases, classification systems, and commentary that it mines for relevant cases, and that therefore each database’s algorithms return unique, relevant cases that may contribute to solving a legal problem that is not fully resolved by searching in only one database, is not an easy concept to communicate to novice researchers. The best way for researchers to internalize the concepts is to figure it out on their own, and Appendix A provides a sample problem for students to illustrate the work of algorithms in legal databases. Since practicing lawyers do not have access to all resources, knowing how to design multiple strategies and searches in the resources one has access to is also a lesson novices need to learn, but it is a lesson legal research professors are used to imparting.

Number of Results Returned by a Query

¶51 The study also looked for any statistical correlation between the number of results returned and relevance. For each query in a specific database, the number of results is the same, but since the relevance rank given to each of the top ten cases may not be the same, an average of the relevance rankings across the top ten results was used to see whether relevance changed as the number of results changed. The number of cases returned by each database is reported in chart 4 at the 25th, 50th, and 75th percentiles.

¶52 Lexis Advance returns the highest number of cases, which is interesting when compared to the average relevance rating across most databases. In table 4, you can see that the average relevance of the top ten results stays fairly constant even when the number of results increases. For Lexis Advance, average relevance actually increases as the number of results increases.

Age of Cases

¶53 For the age of cases returned in each database, the following results show that Google Scholar returns the highest percentage of older cases, while Westlaw, Fastcase, and Casetext return the highest number of newer results. (See chart 5.) Age of cases did not correlate in any statistically significant way with relevance.

Discussion

¶54 There is no way to account for the higher percentages for Lexis and Westlaw and the clustering effect for the newer database providers, beyond speculation. It may be that the much greater investment in classification (as in key numbers and concomitant legal phrase recognition), mining of secondary sources, and leveraging machine learning from user search history gives Westlaw the greatest edge, as its largely human-generated classification system is the oldest.142 In an earlier comparison of the classification systems in Westlaw and LexisNexis, the human-curated system in Westlaw had an advantage over LexisNexis’s largely algorithmically generated classification system that despite changes in each company’s algorithms and interfaces still seems to make a difference.143 LexisNexis’s results are the second most relevant, and this may be because LexisNexis’s algorithms utilize a topical classification system that it has been refining with machine learning since 1999,144 a large collection of secondary sources, and, as the first online legal database, the longest repository of user history.145 As Frank Pasquale has noted, having a large user base that contributes to the search algorithm with every search means that the “incum-

143. Mart, supra note 121, at 13, 16, 25–29, 59. In the study, comparing the results of Key Number searches (key numbers are largely human-generated) with Lexis Topics searches (topics are largely computer-generated), Westlaw’s results were 61.7% relevant, while the Lexis Topic results were 36.7% relevant. Id. at 37.
144. Id. at 16.
bents with large numbers of users enjoy substantial advantages over smaller entrants.” It is therefore not that surprising that the legal database providers with the largest user base and the longest search history to mine exhibit one kind of advantage over the newcomers. In terms of the general relevance of top ten results, there is an advantage to using the older providers’ algorithms.

In addition, the West classification system and the LexisNexis classification system reflect a nineteenth-century worldview. The classification systems are not identical, of course, and Westlaw and LexisNexis each has a unique set of sec-

¶55 In addition, the West classification system and the LexisNexis classification system reflect a nineteenth-century worldview. The classification systems are not identical, of course, and Westlaw and LexisNexis each has a unique set of sec-

147. The asserted hegemony of the West worldview is thoroughly discussed in Robert C. Berring, Legal Research and the World of Thinkable Thoughts, 2 J. APP. PRAC. & PROCESS 305 (2000). But see Joseph A. Custer, The Universe of Thinkable Thoughts Versus the Facts of Empirical Research, 102 LAW LIBR. J. 251, 2010 LAW LIBR. J. 14. Of course many lawyers did not use legal publications that incorporated the West classification system. But to the extent that the Langdellian method of teaching law recreates a similar classification decade after decade, generations of law students have parsed out the levels of classification in, for example, the formation of a contract, in ways very similar to the West system. Compare Claude D. Rohwer & Anthony M. Skrocki, Contracts in a Nutshell, at ix–xxvii (7th ed. 2010), with West’s Analysis of American Law: Guide to the American Digest System 370–82 (2015). Although the exact outlines differ, the subject matter is broken down into similar patterns of essentials for formation, interpretation, performance, and defenses or breach. So is the Topic outline for contracts in LexisNexis, where Topics to look at include formation, condition, performance, interpretation, breach, and defenses. Whether the worldview is based on the West classification system itself or the Langdellian worldview that older classification systems reflect, newer legal research databases may be freer of whatever limitations that worldview imposes.

148. Mart, supra note 121, at 18–21.
ondary sources for its algorithms to mine. The classification differences and the differing set of secondary sources voices that contribute to search results lead to two possible kinds of viewpoint discrimination. The first is one law librarians have long dealt with in acquiring treatises and secondary sources for law library collections. Budgets allowing, librarians want more than one authorial viewpoint in their collections because a treatise is only one author’s view of the law; it is not the law. Since the different authorial viewpoints provided by the very different list of secondary sources in Westlaw and Lexis Advance are baked into their respective search results, it is not surprising that the results from Lexis Advance and Westlaw are different. Every database has about forty percent relevant cases. Of those, Westlaw has thirty-three percent relevant and unique cases in the search results while Lexis Advance has twenty percent.  

It is possible that those different relevant results reflect the different classification systems and secondary sources. So long as researchers have to deal with databases that import viewpoints into their algorithms, it seems to be a positive that each offers results based on differing classification and authorial viewpoints.

§56 The second kind of viewpoint discrimination is one we don’t think about that much, and that is the nineteenth-century worldview of the legal system explicitly embedded in Westlaw’s Key Numbers and in Lexis Advance’s Topics. These classification systems, while not identical, follow a pattern that is familiar to anyone who has taken contracts in law school. It is firmly based in the Langdellian view of the world, where the subject matter is broken down into similar patterns of essentials for formation, interpretation, performance, defenses, and breach. This view is a form of filtering, for better or worse, and the newer legal research databases may be freer of whatever limitations that worldview imposes. Over the years, legal researchers have complained that these older classification systems break down as new legal concepts emerge, and may actually impede research. The newer entrants into the legal markets may be offering, in their forty percent of cases that are unique, something outside the range of that old worldview, and with the value-added results that users see on the results page, they may be offering new forms of serendipity in search. Researchers looking for an alternative may gravitate toward database providers that offer search results from different worldviews of the legal universe.

149. See chart 3 supra.
150. See discussion ¶ 54 supra.
151. Hanson, supra note 30, at 569, ¶ 16 (noting that researchers in “developing areas of law such as civil rights sometimes have found the West digest system and other traditional research techniques to be more a hindrance than a help”).
152. See supra ¶¶ 20–28 for a discussion of the value-added features each database provider presents to the researcher once a search has been executed.
Conclusion

¶57 This study produced several specific findings about the six legal databases studied. For results that return the largest number of more recent cases, researchers should turn to Casetext, Fastcase, and Westlaw. The highest percentages of relevant cases, as defined in this study, are found in Lexis Advance and Westlaw. Google Scholar has the most older cases in its results. And Lexis Advance returns searches with the most results. More generally, the study shows that every algorithm starts with a different set of biases and assumptions. Even for returning results from searches in a specific case database, every algorithm draws on a different set of sources and processes, whether those sources and processes are classification systems, secondary sources, citation networks, internal case analyses, mined user search history, or machine learning deployed in the unique environment each legal database provider offers. These algorithmic variations in worldview lead to substantial variations in the unique and relevant results each database provides. The knowledge of this variability expands the opportunities for researchers to find relevant cases that can play “some cognitive role in the structuring of a legal argument.”

¶58 Legal information literacy requires lawyers to be “self-reliant in their investigations” of the law. Legal research professors hope to teach their students to achieve the metacognitive skills required to be self-reliant. Black-boxing the research process is not helping educators or students achieve this goal. Algorithmic accountability will help researchers understand the best way to manipulate the input into the black box and be more certain of the strengths and weaknesses of the output. Asking for that kind of accountability can be successful. It was successful for doctors using Watson in oncology departments, and, in response to requests, some of the database providers have made some of their assumptions much clearer. This article is, in part, a call for each of us to request more accountability from database providers and for database providers to proactively think of algorithmic accountability as a way to improve research results for their users. It is as true now as it was in 1963, when Reed Lawler wrote What Computers Can Do: “If you ask the wrong question, you will get the wrong answer.” We need more detailed information to ask the right questions. The answers will allow legal researchers to be the engaged humans they need to be when working with computer algorithms.

155. See Friedman, supra note 54.
156. LexisNexisLawSchools, supra note 81.
157. Reed C. Lawler, What Computers Can Do: Analysis and Prediction of Judicial Decisions, 49 A.B.A. J. 337, 338 (1963). Lawler was a “pioneer investigator in the application of computer technology and modern logic to the law.” Id. at 337. He believed that only those “trained in the law have the skill for asking good legal questions. The computer scientist’s job is to translate the question into machine language.” Id. at 338. The human/machine teamwork Lawler foresaw continues to evolve.
Appendix A

Class Assignment: How Algorithms Differ—Searching for Case Law

Students work in groups of three.

Fact Pattern: You have a client who was hired by a three-person committee for a job in the accounting department of a large hospital. Your client is Hispanic. One year after being hired, one of the committee members fired your client. Your client maintains that the firing was caused by racial animus on the part of the committee member. You have filed a complaint in federal court, in the Southern District of New York. The hospital has answered the complaint and filed a motion for summary judgment, claiming the same actor defense. The hospital has found case law that says that if the person who hired the plaintiff is the same one who fired him or her, the plaintiff cannot show discrimination.

Part I

You are trying to save money, so you use the case law part of Google Scholar to find cases only in the Southern District of New York that might help your client rebut the same actor defense. Think of search terms from the fact pattern that will isolate what you are looking for (think of the type of defense, the type of motion, and the area of law).

You have been given instructions on limiting your search in the three databases you will use for this exercise.

A. What was your search?
B. Find a good case for your client in the top ten results and take a look at it.
   What is the case name, and how many times has that case been cited?
C. How can you tell whether your case is still good law?

Part II

Use your exact same search in Lexis Advance and Westlaw that you performed in Google Scholar, similarly limiting your search to the Southern District of New York. Insert the top ten results from each of these three databases in the chart below. You can each look at one database and fill in that column of the chart.

<table>
<thead>
<tr>
<th>Google Scholar</th>
<th>Lexis Advance</th>
<th>Westlaw</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A. Are the cases that you found in Google Scholar relevant to your legal issue? Are they about your motion, your area of law, and your defense? If they are relevant, highlight them.

B. Are the cases that you found in Lexis Advance relevant to your legal issue? Are they about your motion, your area of law, and your defense? If they are relevant, highlight them.

C. Are the cases that you found in Westlaw relevant to your legal issue? Are they about your motion, your area of law, and your defense? If they are relevant, highlight them.

D. How many of the cases are in only one database? ___ In two? ___ In all three? ___